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ABSTRACT

This report documents the results of a literature review to synthesize human cognition research
into a technical basis for human reliability analysis. The U.S. Nuclear Regulatory Commission
(NRC) organized a team of researchers to review literature in psychology, cognition, behavioral
science, and human factors and apply it to human performance in nuclear power plant
operations. The project team synthesized the results into a cognitive framework that consists of
five macrocognitive functions: (1) detecting and noticing, (2) understanding and sensemaking,
(3) decisionmaking, (4) action, and (5) teamwork. For each macrocognitive function, the team
identified proximate causes for why the cognitive function may fail, cognitive mechanisms
underlying the failures, and factors that influence the cognitive mechanisms and may lead to
human performance errors. Moreover, the project team used the information in the literature to
infer causal relationships and links between different types of human failures and factors that
influence human performance. This report provides a cognitive basis for human performance
and a structured framework to assess how human performance may contribute to errors in the
context of an evolving event scenario. The information can serve as the technical foundation for
the NRC’s human reliability analysis methods and human factors engineering guidance.






TABLE OF CONTENTS

= IS 3 ¥ SRR i
TABLE OF CONTENTS ...ttt ettt et e e et e e e ettt e e e e ane et e e e et e e e e enseeeeeanneeeens v
LIST OF FIGURES ...ttt et et e e et e e e e st e e e e ente e e e ensnseeeeennsseeesenseaeeeans iX
LIST OF TABLES . ... ..ottt e e e et e e e et e e e e et e e e e e sasseeeeeassaeeeeaansaeeeseanseaeeaans Xi
EXECUTIVE SUMMARY ...ttt ettt e et e e ettt e e e et e e e e nneeeeeanseeeeeanseneenns Xiii
ACKNOWLEDGMENTS ...ttt e e e ettt e e e e e e e e e e e e s e sseeeesannseaesesseneenns XiX
ACRONYMS AND ABBREVIATIONS ... ..ottt e e e e e e e e e e nneeeeeanes XXi
1. INTRODUGCTION ......ctiiie ettt e s e e et e e e e s te e e e e ssaseeeesassseeeeansseeeeeansseeeeeensseneenans 1
1.1 Overview of the Literature ReVIEW ............ueeiiiiiiiiii e 2
1.1.1 Developing a Technical Basis for IDHEAS ............cccco oo, 2
1.1.2 Scope and Goals of the Literature Review ..........cccccceieiicciiieeeee e 3
1.1.3  Literature ReVIEW PrOCESS.........ccoi it 5
1.2 Overview Of thiS REPOIt .......coi e 6
2. MACROCOGNITION. ..ottt ettt et e e e e e e e e e e e e e esteeeeaanseeeeeannseeeeeeanneeeenans 9
2.1 INtrOdUCHION ... 9
2.2 Overview of MacroCOGNItION ........c.cciiiiiiiiiieieee e 10
2.2.1 Macrocognitive Functions by Klein et al.............ccooiieiiiii s 11
2.2.2 The Overlapping Macrocognitive Function Model ............cccccccooiiiiiiniennnnnn. 12
2.3 Macrocognition for NPP Operations............ccoccicuiiiieeiie it 14
2.3.1 IDA @NA IDAC ...ttt e e a e e nraaeeean 14
2.3.2 O’Hara’s Model of NPP Operator Generic Tasks ........cccccveveeeiiiicciineeeneeenn, 17
2.3.3 Integrating Macrocognition with NPP Model ............cccccoiiiiiiniiies 20
24 The Macrocognition Model for HRA ... .o 21
2.4.1 Definitions of the Macrocognitive Functions Used in this Approach............. 21
2.4.2 Relationship between the Macrocognitive Functions..............cccccccininnnnne. 23
2.5 Development of the Cognitive Framework............ccc.ooooiiiiiiiiiiee e, 24
2.5.1 lIdentification of Cognitive Mechanisms...........cccccceeviiiiiiiieeii e, 25
2.5.2 Identification of Proximate Causes..........ccccevviiiiiiiiiiie e 26
2.5.3 Performance Influencing Factors ...........ooooociiiiiiii e 27

2.5.4 Creating the Cognitive Framework: Connecting Proximate Causes,
Cognitive Mechanisms, and PIFS. ... 28
2.6 SUMMIGIY .ot e e et e e e ab et e e e st e e e e e nbe e e e e annn e e e e snreeeenn 31
3. DETECTING AND NOTICING .....oeiiiiiieiee et e e e e e e e e e e nnnneee s 33
3.1 1] (oo 18 (o o PSR 33
3.1.1  Sensation and Perceplion ..o 33
3.1.2 Detecting and Noticing across Sensation and Perception..............cccccoe...... 33
3.2 Cognitive Mechanisms for Detecting and NOLICING ...........ccccueeeiieeeiiiieeeeieee e 36
3.2.1 Behavioral Aspects of Detecting and NOLICING ...............cccoeeiiiieiiiiiieeeennne. 36

\"



3.2.2 Overview of Mechanisms for Detecting and Noticing ..............cccccooueeveeeeenne. 37

3.2.3 Cognitive Mechanisms Involved in Detecting and Noticing......................... 38
3.3 Proximate Causes for Detecting and NOtICING ...........coooiiiiiiiiiiiiii e 40
3.4 Performance Influencing Factors impacting Detecting and Noticing........................ 43
3.5 SUMIMAIY ..t e e e e e e e e e e e e e e s et b e e e e e e eeeeessaabsaeeeeaeeessaanntbeneeeeans 44
UNDERSTANDING AND SENSEMAKING ......cooiiiiieieiie ettt 47
4.1 INtrodUCHioN ... 47
4.1.1 Overview of the Understanding and Sensemaking Function....................... 47
4.1.2 Understanding and Sensemaking with Procedures in the NPP

DOMAIN. ..ttt eeaaa 48
4.1.3 An Overview of the Dynamic Data/Frame Theory of Sensemaking............. 52
4.1.4 Working Memory and the Neurological Basis of Sensemaking................... 53
4.2 Major Cognitive Models of Sensemaking...........coouiiiiiiiiiiii e 54
4.2.1 Detailed Discussion of the Data/Frame Theory of Sensemaking................. 55
4.2.2 The Product of Sensemaking: Situation Awareness............ccccoecveeiiniieennnns 58

4.2.3 The Proximate Causes for the Understanding and Sensemaking
U] o (o] o PR 65
4.2.4 Cognitive Mechanisms for Proximate Causes ............coeecuvivieieee e iccciiieeen, 66
4.2.5 The Effects of PIFs on Understanding and Sensemaking................c.ccc....... 69
4.3 SUMMIGIY .ottt e e ettt e e e a et e e e e bt et e e e asn e e e e e aann e e e e e anneneeeaas 76
DECISIONMAKING. . ....ccei ettt et e e e st e e e e st e e e e snne e e e e snnnaeeeeennnneeas 77
51 ] 10T [T o o PR 77
5.2 Historical Background of Decisionmaking.............cccccceeouiicciiieieeeie e, 77
5.3 Naturalistic DecCiSIONMAKING ......cooiuiiiiiiiiiiie e 78
54 Decisionmaking in a Nuclear Power Plant ..., 80
55 Proximate Causes of Failure of Decisionmaking .............ccccovveeeiiiiiicciiiiieieee e, 82
5.6 SUMMIGIY .ttt ettt e e e sttt e e e st e e e e sttt e e e amnae e e e e annbeeeeeanneeeeean 84
O I [ SRR 85
6.1 1] (oo 18 o 1o o S PPPRRTR 85
6.2 Cognitive Mechanisms of Action Failure ...........ccccccovveeeeiiiiiiiicieeee e, 86
6.2.1 Overview of Psychological Causes of Action Errors.........cccccceeeeeviccivneeennnn. 86
6.2.2 Overview of Action Execution inthe Brain............ccccco oo 89
6.2.3 Summary of Cognitive Mechanisms Underlying Action Failures.................. 92
6.3 Identification of Proximate CauSES...........cooi i 93
6.4 SUMMIGIY .ttt e ekt e e e e et e e e st e e e e e e nbe e e e e annn e e e e enreeeeen 94
TEAMWORK ...ttt ettt e e e st e e e e sab e e e e st e e e e enne e e e e ennneeeeeenreeeeen 95
7.1 ] 10T [ [ 1o o SR 95
7.1.1  Teamwork in NPP Control ROOMS ........cooiiiiiiiiieee e 95
7.1.2 The Emergent Aspect of TEamMS........cccoiiiiiiiiiiiiiie e 96
7.2 Models and TheorieS ON TEAMWOIK ..........uuueeeeeeeeeeeeiieeieeeeeeeeeeeeeeeeeeeeeeeeeeeeeneeeeenennnnnes 96
7.2.1 Research 0N NPP CreWS.........cooiiiiiiiiiiiiiie e eeieee et e e ssieee e e seeee e snnnaeeeeenes 96
7.2.2 Team Errors: Definition and Taxonomy by Sasou and Reason (1999)........ 98
7.2.3 Crew Resource Management.........ccccoooiiiiiiiiieiie e 99

Vi



7.2.4 Team SensSemMaKiNgG........ceceiieeiiiiiiiiiiiiee e e e e e e e e e e saanreees 100

7.2.5 Macrocognition iN TEAMS ........oeiiiiiiiiiiiiiee e 101

7.3 Cognitive Mechanisms and Proximate Causes of Failure of Teamwork................ 103
7.3.1  ComMMUNICAtION ... e e e 104

T7.3.2  LeadershiD ..uuuueeieiiiii 106

7.4 SUMIMAIY ..ot e e e e e e e e e e e e e ettt e e e e e e eeeseeatbbeaeeeaaaeeeaannseens 107

8. REFERENGCES ...ttt et e et e e e e e e e e e e e e annneeeeennnneeas 109
Appendix A Cognitive Mechanism TabIesS............coooiiiiiiiiiii e A-1
Appendix B Cognitive Framework Diagrams ...........coouiiiiiiiiiiiiiieee e B-1

Vii






Figure 2-1.

Figure 2-2.

Figure 2-3.
Figure 2-4.
Figure 2-5.

Figure 2-6.
Figure 3-1.

Figure 3-2.
Figure 4-1.
Figure 4-2.
Figure 4-3.
Figure 4-4.
Figure 4-5.
Figure 4-6.

Figure 4-7.

Figure 5-1.
Figure 5-2.
Figure 6-1.
Figure 7-1.
Figure 7-2.
Figure 7-3.
Figure 7-4.

LIST OF FIGURES

Macrocognitive functions and supporting processes for individuals and

teams (Klein, et al., 2003).........omiiiiiiei e 11
The overlapping function model of macrocognition (Patterson & Hoffman,

1240 2 TSRO USRPRROPTPP 13
IDAC operator cognitive flow Model. ..........c..oeeviiiiiiiiii e 15
Nested IDA Structure CONCEPL.......ooviiii i 17
O’Hara’s cognitive model of NPP control room operations, adapted from

O’'Hara et al. (2008). .....ooiiiiiiie e 18
The five macrocognitive FUNCHONS. ........ccuviiiiiieec e, 24
The relationship between the macrocognitive functions of Detecting and

Noticing and Understanding and Sensemaking..........cccocceevieiiiiiicciiieiee e, 34
Diagram of cognitive processes for the Detecting and Noticing function. .............. 37
High-level overview of sensemaking. .........cceoeviiiiiiiiiiiiiiiec e, 50
The sensemaking process (Klein, et al., 2006).........cc.coviiiiiiiiiiiiieeieee e 53
Cognitive processes behind sensemaking (Xing et al., 2011).......cccceviiieeeiinnenn. 54
A more detailed view of the sensemaking process (Klein, et al., 2007).................. 57
Endsley’s model of situation awareness. ...........ccceeeiiiiiieeiiiiiiee e 59
The Perceptual Cycle model of situation awareness (Salmon, et al., 2008;

Smith & HaNCOCK, 1995). ... et 62
The Functional Model of Orienting Activity (Bedny & Karwowski, 2004;

Bedny, et al., 2004; Bedny & Meister, 1999).........ccooiiiiiiiiiieeeee e 64
Integrated version of recognition-primed decision model (Klein, 1993). ................ 80
Integrated NDM model (Greitzer, et al., 2010). ......ooooiiiiiii e 81
Pathways for motor eXeCution. ............oooiiiiiiiiii e 89
Sasou & Reason error taxonomy with mapping to PSFSs.........cccccooiiiiiiiiiice 99
The CRM input-process-output model of crew performance.............cccccvvveeee.nn. 100
Macrocognitive model of team collaboration (Letsky, et al., 2007)....................... 102

Knowledge building process within team macrocognition (Fiore, Rosen, et
= B2 O B ) PRSPPI 103






Table 1-1.
Table 2-1.
Table 2-2.
Table 2-3.

Table 3-1.

Table 3-2.

Table 4-1.
Table 7-1.

Table 7-2.

LIST OF TABLES

Search terms used in literature review. ..........cccvvviieiii e 6
Comparison of the macrocognitive and NPP models. ..........c..ccoooiiiieiiniininne, 20
Complete PIF taxonomy as organized by Groth & Mosleh (2012). ........cccceeinneeee. 28
Excerpt from Table A.1.1 listing cognitive mechanisms and PIFs for the

proximate cause Cues/information not perceived............cccccciveiiiiiiiiiiiee e 30
Key literature according to cognitive mechanisms for Detecting and

[N\ o [o1 3 T RSP PPRPPPP 38
Explanations and examples for the proximate causes of the Detecting and

NOLICING FUNCHION ... e 42
Cognitive mechanisms for the proximate causes. .........cccccccevieiiiiicciiiieiee e, 69
Team sensemaking behavioral markers (Klein, Wiggins, and Dominguez,

120 O TSR OPUPRRRPPRRR 101
Communication error types (Lee, Ha, and Seong, 2011). ...ccccooooiviiiiiiiinenieeeenn, 105

Xi






EXECUTIVE SUMMARY

The U.S. Nuclear Regulatory Commission (NRC) sponsored and led the work documented in
this report as part of a larger project to update the technical basis for human reliability analysis
(HRA), and develop new HRA methods to address limitations of existing methods. The NRC
frequently uses HRA results and insights to support risk-informed regulatory decisionmaking,
and HRA is an important component of probabilistic risk assessment (PRA). As a result, the
NRC has a vested interest in the quality of HRA and continues to seek to improve the
robustness of HRA.

One key step toward improving HRA is to build an HRA method based on state-of-the-art
knowledge about human performance and human errors. Therefore, the NRC project team
conducted an extensive review and synthesis of literature in psychology, cognition, behavioral
science, and human factors to consolidate current understanding of human performance in
operating environments. The ultimate goal of the literature study was to develop a technical
basis for understanding human errors in NPP internal, at-power events to support the
development of a new HRA method called the Integrated Human Event Analysis System
(IDHEAS).

The project team reviewed thousands of scientific papers and technical reports spanning from
laboratory studies, simulations of task performance by operating crews, and field studies in
nuclear and non-nuclear (e.g., aviation, oil production) domains. The team then developed a
cognitive framework to organize the relevant results from the literature. The framework
assumes that human tasks are accomplished through five macrocognitive functions: (1)
Detecting and Noticing, (2) Understanding and Sensemaking, (3) Decisionmaking, (4) Action,
and (5) Teamwork. For each function, the team synthesized the information about proximate
causes for why the function may fail, cognitive mechanisms underlying the failures, and factors
that influence the cognitive mechanisms and may lead to human performance errors.

Overview of the Literature Review

The first stage of the literature review focused on identifying research related to operator
performance in internal, at-power NPP events, in which experienced crews are trained to use
operating procedures to perform tasks. Since NPPs are operated by crews—groups who work
together, are highly trained, supervised, and who work in a regulated, procedure-driven
environment—the review focused on literature related to both individual and team aspects of
human performance, performance when working with procedures, and research related to
working with highly trained or expert personnel, rather than novices.

After reviewing various models of human cognition in complex supervised tasks, we adapted a
cognitive model for NPP tasks. The model assumes that cognitive tasks are achieved through
five macrocognitive functions: (1) Detecting and Noticing, (2) Understanding and Sensemaking,
(3) Decisionmaking, (4) Action, and (5) Teamwork. We then reviewed information about how
each of the functions are processed, how the function fails, and what leads to the failure. The
following terms are used throughout this report to describe the various elements of the cognitive
model:

Macrocognitive functions — These are the high-level functions through which a cognitive task
is accomplished. The macrocognitive functions work together in a loop; these functions
relate to and support each other, and they share some common cognitive mechanisms, yet
each function is achieved by a unique set of cognitive mechanisms and can lead to unique
types of human errors.
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Cognitive mechanisms — Cognitive mechanisms are the processes by which macrocognitive
functions work. They are the processes by which cognition takes place in the work
environment, and are thus crucial to successful performance. If part of the process fails, this
failure may manifest itself as a macrocognitive function failure (e.g., a decisionmaking
failure). To understand why humans make cognitive errors, it is necessary to understand
how human cognition successfully operates. In other words, it is important to identify the
processes or mechanisms by which a cognitive function works. Some psychological
literature may discuss these processes on a behavioral or descriptive level, while other
psychological research may provide a more profound understanding of the contingencies
and boundary conditions with which humans can reliably perform a function.

Proximate causes — A macrocognitive function can fail in many ways due to failure of its
various cognitive mechanisms. We identified the outcomes when a cognitive mechanism
fails, and grouped the outcomes into types of failures. We refer to these types of failures as
the proximate causes. While cognitive mechanisms are scientific findings described in the
literature, the set of proximate causes is merely a classification scheme for grouping
cognitive mechanisms. There can be different ways to classify the mechanisms. Our goal
was to develop a defined set of proximate causes that have distinct non-overlapping
definitions, and are observable, identifiable, or inferable in a practical manner.

Performance influencing factors (PIFs) — These are circumstances or contextual factors that
contribute to human performance in a work environment. They are commonly used in HRA
methods to quantify human error probabilities. They are also used to identify root causes of
errors and areas for improvement. Typical PIFs in HRA include task complexity, available
time for performance, human-system interfaces, procedures, stress, etc. To understand
how PIFs influence task performance and contribute to human errors, we identified the PIFs
relevant to every macrocognitive function and compiled some example studies that
demonstrated the effects of certain PIFs on the success or failure of the macrocognitive
functions.

We organized information about each of the macrocognitive functions into separate chapters of
this report. Together the information in these chapters forms a structured understanding of
human errors. Since the information is largely taken from cognitive and psychological literature,
it is generic to human performance. However, the scope of the review was limited to research
relevant to NPP control room tasks in internal, at-power events. Research that did not fit one or
more assumptions of the tasks (e.g., distributed decisionmaking, action execution without
procedures) was not fully covered or integrated into this framework.

Stage two of the review was to infer links between the cognitive mechanisms identified and the
relevant performance influencing factors. However, the information needed to make these
connections was not always readily available in the literature. We established these links
through analysis and inference from the information available in the literature. For every
cognitive mechanism under each proximate cause, we link it to known cognitive theories or
models explaining how the mechanism works. We then went through known performance
influencing factors to analyze whether the factor affects the mechanism. Furthermore, we listed
some examples of how the factor affects the mechanism. The information about the linkages is
documented in the tables in Appendix A. HRA analysts should use these tables as a tool to
determine types of potential failures in a human event and relevant factors that contribute to the
failure. Note that due to the incompleteness in the literature and limitations in our review, we
had to infer many of the relationships in the tables based on our understanding of the existing
information. The inferences are considered expert judgment and thus have inherent
subjectivity. In the future, information in the tables should be validated and updated with new
findings in cognitive research.
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Overview of Macrocognition

Literature on human information processing and human performance spans many research
domains such as cognitive psychology, cognitive neuroscience, psychophysics, behavioral
science, and human factors. The level of detail at which each research effort addresses human
information processing also varies from neural responses, cognitive system activities, to
behavioral measures. Macrocognition is a term to describe cognition in real-world settings. It
focuses on the nature of human performance “in the field,” where decisions are often very
complex, have to be made quickly, by domain experts, in risky or high-stakes situations. That
is, macrocognition focuses on what humans do with their brains, rather than on the
fundamentals of how the brain works. Consequently, macrocognition is a useful way to model
human cognition in HRA because it is at a sufficiently high level so that it is practical to use in
predictive analyses. Atthe same time, it is also detailed enough to yield a coherent
understanding of how humans perform tasks and what makes humans fail to perform the tasks.
By synthesizing existing macrocognitive models, we adapted a macrocognitive model for human
performance in NPP operations. In the model, a cognitive task is accomplished through the
following five macrocognitive functions:

Detecting and Noticing is the function to detect and become aware of important information in
the work environment. This macrocognitive function allows humans to perceive large amounts
of information and focus selectively on those pieces of information that are pertinent to present
activities. The cognitive processes associated with Detecting and Noticing include sensing,
attending, perceiving, and recognizing the key information. Sensation has a large capacity for
input, but sensory information can only be retained for a short interval before being replaced by
new sensory information. Moreover, a person can only attend to a limited amount of information
at a time. Attention determines which pieces of sensed information are processed and enter
into the human’s awareness. Raw information must be filtered or selected, and meaningful
information is processed and extracted for further cognitive processing. When there is too much
meaningful sensory information, the individual may not be able to detect and notice all of that
information, resulting in sensory overload. Conversely, a lack of salient sensory information
may cause important plant information to go undetected or unnoticed. Finally, individuals’ past
experiences and training may affect the meaning associated with a particular percept. That is,
the raw sensory stream is imbued with meaning, thus meaning is perceived and is subject to the
cognition of the individual beholding it. Therefore, the outcome of Detecting and Noticing is
determined by the physical sensory inputs, the process of filtering and perceiving information,
and the memory that recognizes the meanings of the information.

Understanding and Sensemaking is the function to bind the meaning of individual pieces of
information that has been detected and form a coherent understanding of the information. This
function allows people to question what is known, evaluate what is conjectured, hypothesize
and diagnose, and integrate facts with theories. The outcome of understanding can be situation
awareness, evaluation, diagnosis, and resolution of conflicts. The process of achieving this
function involves interpreting pieces of information with existing mental models of the
information, integrating the information, and generating the output of understanding. The
central theme of the process is its dynamic aspect (i.e., the process iterates until a satisfactory
outcome is achieved). This can be best explained by Klein’s data-frame theory. The theory
posits that information coming into the sensemaking process is data. This data is integrated
with an existing frame, which is a mental representation that links data with other elements to
explain and describe the relationship of the data with other entities. A frame encompasses the
concepts of a mental representation, a mental model, a story, a map, a schema, a script, or a
plan, and serves as a structure for explaining the data and guiding the search for more data.
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The data identify or construct the frame, and the frame determines which data are attended to.
Neither the data nor the frame comes first; rather, it is an iterative process.

Decisionmaking is to make decisions or plan action scripts to achieve given task goals. The
process involves managing goals, planning, re-planning and adapting, evaluating options, and
selecting an option as the final decision outcome. This process describes how an experienced
operator makes a decision with or without explicit procedures. Decisionmaking within an NPP is
characterized as involving experts and being largely driven by procedures. Yet, although
procedures usually dictate the actions of the operators, operators still maintain a mental model
of the situation and plan their course of action while adhering to procedures. That is, they will
have an idea of what it is that must be accomplished and how that should be done and will look
to the procedures to confirm these beliefs. Furthermore, situations may arise that procedures
do not cover. In these instances, operators must rely on their expert knowledge to solve the
problem and implement the appropriate decision.

Action is defined as implementing an action intended to achieve a particular goal on the level of
a single manual action (such as operating a valve) or a predetermined sequence of manual
actions. The action(s) must involve the manipulation of the hardware or software that would
consequently alter plant status. The process of Action includes initiating the action, executing
action steps, and verifying the action outcome. Errors of action execution can be classified into
two major forms: slips and lapses. Slips are errors where actions executed are “not as
planned.” They typically occur in the performance of largely automatic tasks performed by a
skilled individual in familiar conditions, especially when attention is diverted (e.g., because of
distraction or preoccupation). Lapses are errors in executing the planned action, such as
missing steps of an action or executing the action at the wrong time. Lapses involve failures of
memory, where an individual may forget to perform an intended action.

Teamwork is defined as crew interactions with each other to accomplish a task. Teamwork
typically involves coordination, collaboration, and communication among the crew members.
For NPP control room operation, the crew has been trained to work together and crew
coordination and collaboration is defined in operating procedures; therefore, the teamwork
process mainly involves communication and leadership. NPP control room crews are
hierarchical and have a distinct leadership structure. Errors in either communication or
leadership can lead to failure of the Teamwork function.

Operators typically have to engage in all of these macrocognitive functions to accomplish a task.
Some tasks, such as diagnosing an alarm, may involve more detecting and understanding than
decisionmaking or action, whereas other tasks, such as implementing a reactor coolant system
(RCS) depressurization, rely heavily on action and teamwork. Additionally, the flow of human
thought does not follow a linear path through the macrocognitive functions. Rather, there is
parallel thought and iterations of macrocognitive functions as operators conduct their work.

Cognitive Framework

One major outcome of the literature review is a synthesis of information about cognitive
mechanisms, proximate causes, and PIFs for each macrocognitive function. The other outcome
is a cognitive framework that takes all four of these elements—macrocognitive functions,
proximate causes, cognitive mechanisms, and PIFs—and organizes them into a tree structure
that illustrates how macrocognition may fail and describes the reasons why. Each
macrocognitive function is represented with one tree. Such a causal tree is similar in
appearance to a fault tree tipped sideways; however, there are no logic operators in the
cognitive framework, nor is there an assumption of orthogonality throughout the tree branches.
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The generic structure for each tree in the cognitive framework is shown in the diagram below.
The tree is written in failure terms because the purpose of the tree is to identify how a
macrocognitive function may fail. Starting from the left to right, the box in columns represents
the macrocognitive function, the proximate causes of failure of the function. The cognitive
mechanisms associated with each proximate cause, and PIFs that contribute to the failure of
each mechanism.

Mechanism A o
PIF 2
Proximate Cause 1
i PIF 3
Mechanism B
: PIF 4
Failure of
Macrocognitive €
Function —— PIF 1
echanism PIE5
Proximate Cause 2
Machan] 5 PIF 3
echanism PIEG

This cognitive framework provides explanation about why PIFs are important and how PIFs
influence human cognition errors. It is important to note that the framework is a tool to identify
which proximate causes, mechanisms, and PIFs to consider or investigate for the situation or
human failure event (HFE) under analysis. In addition, while the framework identifies which
factors are likely to be relevant given the psychological research reviewed, the authors make no
claim that the factors listed are the only potentially relevant factors. Other factors may influence
a particular mechanism; it is also plausible that a mechanism may fail even in the absence of
contextual factors. These trees simply show the factors that have been identified as relevant by
psychological research.

The content of the framework was developed to apply universally to any HRA methodology. As
such, it does not provide guidance for assigning a relative importance to each performance
influencing factor, evaluating its degree of goodness or badness, or a methodology for
quantification of human error probabilities. Guidance for those elements of the analysis process
depends on details of the particular HRA methodology and its associated quantification models.

In summary, this report presents the outcome of an effort to build an up-to-date cognitive basis
for HRA. We conducted a literature review to synthesize our understanding of the cognitive
aspects of NPP crew behavior in response to plant upsets, based on research in various
behavioral science disciplines. We developed a cognitive framework to organize information
related to human performance in NPP operations and identify relevant PIFs leading to crew
failure. This framework presents the links between the PIFs, cognitive mechanisms, proximate
causes of failure, and ultimately the macrocognitive functions.

The information in this report can serve as the technical basis for new HRA methods and a tool
for improving existing HRA practices. The structured cognitive framework can assist HRA
analysts with making judgments on what can go wrong with human performance and how
various performance influencing factors may contribute to errors. The cognitive basis enables
analysts to understand and systematically identify the reasons why humans make errors.
Lastly, although the cognitive basis was initially developed for improving HRA, it can also
support addressing human performance issues identified in human factors applications.
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1. INTRODUCTION

Many human reliability analysis (HRA) methods are available for use as part of probabilistic risk
assessments (PRAs) in modeling risk in nuclear power plants (NPPs). HRA is a two-stage
process: qualitative analysis and quantification. Qualitative analysis involves evaluating the
scenario or event involved in the analysis, working with pre-defined human failure events
(HFEs) and/or identifying and defining new HFEs, and analyzing plant conditions, procedures,
operator tasks, and other contextual information associated with the HFEs. The quantification
process takes the qualitative analysis as input and estimates the probability of failure of the
HFE, referred to as the human error probability (HEP), based on the context and effects of
performance influencing factors (PIFs)."

However, there is evidence that the results associated with a particular HFE analysis could vary
depending on the HRA model/method used, and/or the analyst applying the method (Lois

et al., 2009). Because the U.S. Nuclear Regulatory Commission (NRC) frequently uses HRA
results and insights to support risk-informed regulatory decisionmaking, the NRC has a vested
interest in the quality of HRA and continues to improve the robustness of PRA/HRA through
targeted activities (e.g., supporting and endorsing PRA standards developed by professional
societies).

In a staff requirements memorandum (SRM), SRM-M061020, to the Advisory Committee on
Reactor Safeguards (ACRS), the NRC Commissioners directed the ACRS to “work with the staff
and external stakeholders to evaluate the different human reliability models in an effort to
propose a single model for the agency to use or guidance on which model(s) should be used in
specific circumstances” (2006). The NRC then instituted a research effort in response to
SRM-M061020 to address issues related to the robustness of HRA, with a particular emphasis
on improving traceability and consistency.

The NRC project team convened expert workshops to identify desirable features for HRA
models. The features included a sound underlying technical basis to model human
performance, completeness, reliability, repeatability, and transparency (Hendrickson

etal., 2012). The team used these features as the criteria against which they examined existing
models. The team concluded that, while each model has its strengths, no model meets all the
desirable features identified above. Furthermore, evidence accumulated through several
studies, including the International Empirical Study (Lois, et al., 2009) as well as from a

U.S. domestic empirical study, has shown that all methods have some general limitations
contributing to variability in HRA results for the same HFE (Forester et al., in press):

Cognitive Basis. All of the methods have limitations in modeling and quantifying human
performance under various conditions. At least part of the variability within a method between
analysts can be attributed to a lack of an adequate underlying theoretical basis to guide the
analysis, particularly with respect to the cognitive activities associated with understanding
complex situations and deciding how to respond.

Qualitative Analysis. The HRA methods need systematic and thorough guidance for performing
a qualitative assessment to support HRA quantification (Hendrickson, et al., 2012). The
differences in the qualitative analysis required by the different methods (and those performed by
different analysts) appear to be a major driver of the variability in the results obtained by the
different applications. Improved guidance for performing the qualitative analysis should
contribute to improving the consistency of HRA results.

1. Some HRA methods refer to contextual factors as performance shaping factors (PSFs). The term performance
influencing factor (PIF) is used in the IDHEAS HRA methodology, and thus is used throughout this document.
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Tie between Qualification and Quantification. Many methods focus on identifying failure
mechanisms and the contextual factors that contribute to the mechanisms; these methods
generally produce a superior qualitative analysis (rich in content and quality operational stories).
However, superior qualitative analysis itself does not necessarily produce HEPs that are more
accurate. The information gathered during the qualitative analysis should be used to produce a
HEP. However, with some exceptions (such as the Technique for Human Error Rate Prediction
(THERP)), many methods have inadequate guidance on how to use the information from
qualitative analysis to determine HEPs (i.e., translating the information into HEPs). For
example, in empirical HRA studies, some analyst teams had difficulty using the information
obtained during the qualitative analysis in an effective way during quantification (c.f., Lois et al.,
2009).

PIF Judgments. Different HRA methods identify different PIFs as important to consider (e.g.,
high versus low workload, adequacy of indications) for a given situation. Yet, the methods
generally do not provide justification regarding why and how a PIF contributes to human errors;
therefore, it is difficult for HRA analysts to judge the presence and effects of a PIF when
quantifying HEPs.

The first limitation, cognitive basis, contributes largely to other limitations. An adequate
technical basis is needed to identify the relevant domains of cognitive activity for a given human
action, identify potentially important failures and failure modes that are most likely while
performing in those cognitive domains, and guide the collection of information that analysts use
to perform an HRA. Without a strong cognitive basis, it is unclear what information should be
included in qualitative analysis, how analysts should identify such information, and how analysts
should use such information for HEP estimation. In addition, PIFs affect human failures by
affecting cognitive processes involved in the human failure events. Without a strong cognitive
basis, judgments of PIFs and their effects on human failures on a given situation can be
arbitrary or solely rely on expert judgment.

Based on this evidence, the NRC staff decided to address SRM-M061020 by developing an
integrated HRA method that would incorporate the strengths of the existing methods and
develop new features to address the limitations of existing methods. The integrated method is
thus referred to as an Integrated Human Event Analysis System (IDHEAS). Among the new
features should be an updated technical basis for human reliability, grounding the method in
current science. Therefore, the first step of the method development was to develop a technical
basis that synthesized the current understanding of human performance and human errors from
cognitive sciences and operational experience. The technical basis will serve as the foundation
for developing the qualitative analysis guidance and a quantification model for estimating human
error probabilities in IDHEAS. We developed the technical basis by performing a
comprehensive cognitive literature review, synthesizing the information, and developing a
framework to organize the information for use in HRA. This report presents the technical basis
we developed, including the psychological framework and literature review results. The use of
these outcomes in IDHEAS will be described in separate reports.

1.1 Overview of the Literature Review

1.1.1 Developing a Technical Basis for IDHEAS

We recognize that establishing a solid cognitive foundation for HRA is critical to reduce
variability of HRA. Current HRA methods generally use descriptive human behavioral models.
Yet, those models are not tied to the mechanisms underlying human errors. A mechanism, by
definition, means a natural or established process by which something takes place or is brought
about. We used the term mechanism or cognitive mechanism here to refer to the
neurophysiological, psychological, or behavioral processes by which human cognitive tasks are
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accomplished. Therefore, we decided to perform a thorough review of current psychological,
cognitive, human factors, and operational research to develop the technical basis for IDHEAS.

Research in the behavioral sciences has accumulated knowledge about the mechanisms
underlying human performance, including how human performance may be affected by
situational factors. This knowledge should be used to develop the technical foundation for HRA.
Such a cognitive basis can guide qualitative analysis, tie information from qualitative analysis to
quantitative analysis, elucidate the effects of PIFs on human failure, and define the strength of
PIFs with respect to cognitive mechanisms and human vulnerabilities.

However, this information is scattered throughout the broad fields of cognitive psychology,
behavioral psychology, neuropsychology human factors, and human performance; even review
articles in the literature typically only focus on one narrow aspect of human performance

(e.g., attention, situation awareness (SA)) without systematically documenting the available
information for the full range of human performance. Moreover, the majority of literature
focuses the description of results and conclusions on how humans can successfully perform
given tasks without explicitly delineating the conditions under which humans would fail the tasks
(i.e., it often needs analysis and inference to identify information about human failures from
literature). Therefore, our task was to mine current state-of-the-art behavioral sciences
research for information to establish direct links (causal relationships) between performance
influencing factors, mechanisms of human cognition, and human performance. Such links
would enhance the basis for expert judgment and improve both qualitative and quantitative
aspects of HRA.

The use of explicit and causal links allowed us to adapt PRA practices (such as event trees/fault
trees to model equipment performance) and apply them in an analogous approach to the
qualitative analysis part of HRA. One of the most significant findings of the International HRA
Empirical Study (Lois, et al., 2009) is that variability in estimation of HEPs is driven to a great
extent by differences in the quality and depth of the qualitative analysis. By adopting a
structured causal cognitive framework to inform the qualitative analysis, we aim to enable
analysts to appropriately collect information and identify potential failure paths and associated
causes and influencing factors, thus reducing inter- and intra-analyst variability. This aim took
the literature review a step further—the development of causal linkages in a structured cognitive
framework that provides analysts a tool that will assist them in the qualitative analysis process.

1.1.2 Scope and Goals of the Literature Review

Using a systems engineering approach, we first identified the scope, goals, and requirements
for the literature review, and then developed an implementation plan to perform the literature
review and synthesize the information from the literature. The ultimate goal of the literature
review was to develop a technical basis for IDHEAS by providing a profound understanding of
human errors in NPP internal, at-power events. This understanding should include the following
aspects:

e cognitive tasks in NPP internal, at-power events

e cognitive functions that support the tasks

e cognitive mechanisms underlying the functions

o performance influencing factors that affect the mechanisms

To accomplish this, the specific goals of the literature review were to:

o |dentify the proximate causes for failure of cognitive tasks that operators may perform in
NPP control rooms that result in negative consequences for plant safety.



o Identify cognitive mechanisms underlying the cognitive function’s proximate cause (i.e.,
identify how and why cognitive errors occur).

o Identify factors that influence human performance and, where possible, identify how those
factors affect the chance of failures.

o Develop, based on the literature, a structured cognitive framework that can serve as a
psychological foundation for IDHEAS.

We subsequently developed the following requirements for conducting the literature review to
achieve these goals.

Requirement 1: Review literature and operational experience relevant to NPP operation.

Because the purpose of the literature review was to improve the technical foundation of HRA for
the NPP domain, the information on human cognition identified from the literature review should
be relevant to NPP operation. We decided that this requirement included research related to
human performance for internal at-power events, which typically involves control room operator
performance in response to design-basis initiating events that are part of a PRA. Yet, the
psychological foundation developed from the literature review should be as generic and broadly
applicable as possible to allow for application outside of control room activities and for events
outside the scope of Level 1 design basis events. For example, the cognitive framework should
be informative to such applications as event recovery performance that involves activities
outside the control room.

Requirement 2: Identify taxonomy of cognitive functions required for performance in NPP
operation.

NPP operator activities are predominately driven by cognition; accordingly, one task of the
literature review was to identify the cognitive functions that operators use to accomplish NPP
operation. Another characterization of NPP operation is teamwork; operating crews are groups
of people who are highly trained, supervised, and who work together in a regulated,
procedure-driven environment to control the plant. Therefore, we specified that the literature
review include both cognition at an individual level and at the crew level, and that the review
focus on research related to highly trained or expert personnel rather than novices.
Furthermore, the literature review should identify a taxonomy that describes the cognitive
functions that mediate operator performance in NPPs. Section 2 defines the cognitive functions
(called macrocognitive functions) used in the literature review and cognitive framework.

Requirement 3: Identify information on why and how failure of a macrocognitive function can
occur.

To understand why humans make cognitive errors, it is necessary to understand how human
cognition successfully operates. In other words, it is important to identify the mechanisms by
which human cognition operates. Some psychological literature may discuss these
mechanisms on a behavioral or descriptive level, while other psychological research may
provide a more profound understanding of the contingencies and boundary conditions with
which humans can reliably perform a function. Both lines of information are necessary for the
specific goals of determining why operators make failures under various situations and
explaining how the PIFs affect the chance of failures.

Requirement 4: Identify information about which PIFs are relevant for each type of failure, and
why and how the PIFs affect the chance of failures.

Of primary importance for this requirement is to identify the PIFs relevant to a particular cause
of failure; for example, an HRA analyst would find it very valuable to have information that
allows her/him to narrow down which PIFs to consider when evaluating the likelihood that
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operators will misdiagnose a situation in a particular HFE under analysis. Regarding how and
why PIFs influence the chance of failure, it is desirable that the technical basis should include
information addressing the following specific issues:

e how a PIF affects human performance in general (i.e., fatigue increases reaction time)

e how PIFs influence specific task performance (i.e., increasing traffic complexity leads to
higher workload for air traffic controllers)

e how PIFs relate to mechanisms (i.e., a sustained high level of stress can impair a human’s
attention shift to new targets)

o how PIFs affect human errors.

Requirement 5: Produce a structured tool that organizes all of the above information into a
cognitive framework that serves as the psychological foundation of the IDHEAS HRA method.

Each of Requirements 1-4 above represents a part of the desired outcome, while

Requirement 5 represents the integrated outcome. The task was to sort, synthesize, integrate,
and organize information in these different forms from the literature review into a structure that
can be used to support the IDHEAS HRA method. Thus, the literature review should connect
failures of macrocognitive functions with cognitive mechanisms, and PIFs. However, the
information needed to make these connections may not be readily available in the literature. As
mentioned previously, research in the areas of cognitive psychology and human performance
may not have focused on fully elucidating the relationships between PIFs, cognitive
mechanisms, and types of proximate causes. Establishing these links requires analysis,
inference, and development based on information available. Due to the limited information, the
links can be limited and subjective. Therefore, we determined that we would organize the
cognitive framework structure in such a way that it may be updated as new research becomes
available and validated or modified for application to HRA. Furthermore, the cognitive
framework should be a usable tool with adequate documentation for analysts to employ it in
their analyses. The cognitive framework is thus the ultimate product of the literature review.

1.1.3 Literature Review Process

The literature review team conducted the literature review in two major rounds. The first round
was exploratory with the purpose to identify the scope of the literature review (i.e., what major
models and research domains to include), and to identify a model for organizing the literature
into a usable structure. Based on the results of the first round, the literature review team
adopted a macrocognitive model from a number of existing cognitive models for structuring the
literature review and cognitive framework. The model includes five macrocognitive functions
that underlie cognitive tasks. Section 2.2 of this report discusses macrocognition in general and
provides an overview of various macrocognitive models; Section 2.4 details the macrocognitive
structure used in this approach.

We then commenced the second round of the literature review to identify the causes of failure of
human cognition in the macrocognitive functions included in the model. The focus was on
identifying the mechanisms, or the cognitive processes, that, in certain circumstances, may fail
and lead to proximate causes. We then began organizing the mechanisms obtained from the
references included in the review, and began the process of building the cognitive framework.
Section 2.5 of this report discusses this process in detail. Table 1-1 provides the search terms
and concepts that we included when conducting the literature review.



Table 1-1.

Search terms used in literature review.

Search Domain

Search Terms and Concepts

Cross-Cutting
Areas

Detecting and
Noticing

Understanding
and Sensemaking

Decisionmaking

Action

Teamwork

Macrocognition

- and performance

- and team performance
Attention

Vigilance
Monitoring
Problem detection
Sensation
Perception

Situation awareness
Situation assessment
Sensemaking

Complex problem solving
Team problem solving
Planning
Re-planning/adaptation/
adaptability

Multitasking

Dual tasks

Execution errors

Slips

Lapses

Communication
Teamwork

Team/crew collaboration
Team/crew performance

Team/crew
decisionmaking

Team/crew problem
detection

Working memory/central
executive

Personality
theory/individual
differences

Pattern
processing/matching
(context effects,
expectancies, complexity,
recognition)
Desensitization

Mental model

Frames

Schemas

Naturalistic decisionmaking
Recognition-primed
decisionmaking

Cognitive biases

Goal selection

Performance and contextual
errors

Task/action switching
Simultaneous action goals
Automaticity
Team/crew problem
solving
Team/crew dynamics
Team sensemaking
Team situation awareness
Groupthink
Group collaboration style
Leadership styles

Learning
Resilience

Workload/task load/other
loads

Engagement
Information foraging
Change blindness
Situation awareness

Scripts
Mental maps

Prioritization/prioritization
errors

Procedure following
errors

Stimulus-response
compatibility

Error monitoring and
correction

Motor control

Team cohesion

Shared resource
management

Crew resource
management

Group macrocognition
Team cognition
Distributed cognition

1.2 Overview of this Report

The current chapter briefly discusses above the literature review process, boundaries, and
scope; the majority of the report focuses on the macrocognitive models, macrocognitive
functions, and cognitive mechanisms that achieve the functions. These together comprise the
cognitive framework for IDHEAS. This document serves as an introduction to the psychological
concepts that relate to human performance in NPPs, and provides users with enough
background information to use the cognitive framework (Appendix A and Appendix B).

A separate report discusses the development of IDHEAS and instructions for the practical
application of the method (Forester, et al., in press).

Chapter 1 describes macrocognition and macrocognitive models and functions. From there,
each of the remaining chapters presents literature findings that support each macrocognitive
function. Chapter 0 discusses the macrocognitive function Detecting and Noticing, Chapter 0
describes Understanding and Sensemaking. Chapter 5 reviews Decisionmaking, Chapter 6
describes Action, and Chapter 7 discusses Teamwork. The results of the literature review are
summarized in Appendices A and B. Appendix A provides tables that list all of the cognitive
mechanisms for failure for each macrocognitive function, and identifies PIFs that influence the



cognitive mechanisms and proximate causes of failure, while Appendix B depicts the
information from the tables in Appendix A graphically in the cognitive framework diagrams.

Because of limited time and resources, this report, while serving as a generic technical basis for
HRA, has several limitations:

1. While the information presented in the report is largely taken from cognitive and
psychological literature and therefore it is generic to human performance, the work was
directed by the chosen cognitive framework, which in turn was strongly influenced by the
assumptions of the IDHEAS method. Review of the cognitive mechanisms was primarily
focused on those relevant to control room tasks. Research in psychology, sociology,
and human factors of relevance for NPP control room operation that do not fit one or
more assumptions have not been covered or only marginally integrated into the
framework. This includes research from team decisionmaking, situated cognition,
distributed cognition, and cognitive systems engineering.

2. The focus of the report is on cognitive mechanisms of the macrocognitive functions.
While the report presents information from the literature on how various performance
influencing factors may contribute to proximate causes, the models for performance
influencing factors and their relations to various cognitive mechanisms were not
thoroughly reviewed. Thus, many factors, especially organizational factors that may
enhance human performance and recover human errors were not thoroughly covered in
the report.

3. The tables in Appendices A and B delineated the potential relationships between
proximate causes, mechanisms, and related PIFs. These tables can serve as useful
references for developing HRA methods and practicing HRA. Yet, notice that due to the
incompleteness in the literature and limitations in our review, we had to infer many of the
relationships in the tables based on our understanding of the existing information. The
inferences are considered to be expert judgment and thus have inherent subjectivity.

Overall, the report provides a thorough literature review and technical foundation for human
reliability analysis. Moreover, the literature review conducted for each of the macrocognitive
functions provides broad coverage of the relevant literature and synthesis of the key points to be
drawn from the literature relative to the factors influencing human performance and human
reliability. Therefore, the report also serves as a technical basis for research and practice in
human factors engineering that is oriented to ensure safety.






2. MACROCOGNITION
2.1 Introduction

Models of human cognition developed circa the 1970s—1980s used a “human as computer”
metaphor to describe information processing. Information was input to the mind (or “black box”
of the human) through the sensory systems, then the information was processed by the mind
and a response was generated. This was also consistent with the behavioral tradition that had
dominated experimental psychology to that point, in which the stimulus-response paradigm was
the basis of much psychological thought. The “black box” metaphor was used because the
cognitive processing could not be seen; therefore, it was hidden from view.

As neural imaging technology and the sophistication of psychological research advanced,
scientists began to shed light on the internal workings of the “black box”. It gradually became
clear that an input-processing-output information processing metaphor was inadequate to
describe the true complexity and dynamics of human cognition. Nevertheless, the information
processing perspective of human cognition has been quite popular in applied fields like
engineering and human reliability analysis (HRA), as evidenced by the information processing
models used in various HRA methods. The simplification of human thought into serial or linear
stages made the information processing models very useful for applied purposes. However, we
now know that human thought is not entirely serial or linear—a great deal of simultaneous,
parallel, and circular processing occurs. Also, information processing approaches cannot
adequately account for the creativity, insight, illogical thinking, instinct, and moments of
brilliance that people are prone to have (Anderson, 2000).

Models of human cognition have subsequently become more dynamic as a result of this
research. Research on human cognition spans many domains such as cognitive psychology,
cognitive neuroscience, psychophysics, behavioral science, and human factors. The level of
detail at which each research effort addresses human information processing varies from neural
responses, cognitive system activities, and behavioral measures. Psychological research has
moved on to models that describe human cognition as several systems that work together to
process information (Baddeley, 2000; Baddeley & Hitch, 1974; Baddeley & Larsen, 2007).
Work done in real-world settings, such as naturalistic decisionmaking and situation awareness
(SA), combined with more narrowly focused laboratory research, has done much to elucidate
the complexity of human cognition. Particularly for applied research in naturalistic settings, it
has become clear that a macrocognitive perspective is imminently more useful for
understanding human cognition.

Macrocognition is a term originally coined by Cacciabue and Hollnagel (1995) to describe
cognition in real-world settings, rather than in research laboratories. Macrocognition focuses on
the nature of human performance “in the field,” where decisions are often very complex and
must be made quickly, by domain experts, in risky or high-stakes situations (Klein et al., 2003).
Microcognition, on the other hand, is typically the focus of tightly controlled laboratory research,
with a goal of elucidating the building blocks that underlie cognition that is more complex. There
are a large number of microcognitive models, all focused on different aspects of human
cognition and how the brain works. Macrocognition integrates the more narrowly focused
microcognition laboratory research findings together into a larger picture that describes what
people actually do with their brains in applied, complex settings.

Given that the present project is focused on human cognition in a nuclear power plant domain,
using macrocognition as the organizing construct for the literature review and cognitive
framework is more appropriate for several reasons:

e |t organizes microcognitive models into a manageable set of functions.
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¢ HRA analysts can easily understand macrocognition.

e Macrocognition is useful for predictive analyses of human performance in complex
scenarios. For example, it is more appropriate for an analyst to predict crew performance at
detecting a critical cue than it is for the analyst to predict whether the operator will pay
sufficient attention to an incoming stimulus (cue) that it is drawn into active working memory.

e Macrocognition is detailed enough to synthesize psychological research findings into a
structure that yields a coherent understanding of how human cognition functions and what
can lead it to fail.

o ltintegrates state-of-the-art psychology and cognitive science into a foundation for HRA,
providing a more advanced technical basis for HRA than previous information processing
models.

This chapter provides an overview of several macrocognitive models and then shows how
macrocognition was adapted to apply to nuclear power plant (NPP) operations. The second half
of the chapter describes the development of a macrocognitive framework for use in HRA.

2.2 Overview of Macrocognition

There are a number of macrocognition models in the literature describing macrocognitive
functions (i.e., high level mental activities to accomplish a task or achieve a goal in a naturalistic
environment; Letsky, 2007). Each approach divides the spectrum of cognition up into slightly
different chunks; however, there is general consensus that the macrocognitive functions
relevant to human performance in complex, dynamic, high-risk domains include but are not
limited to (Roth, 2010a, 2010b):

o Detecting stimuli and noticing problems (detecting and noticing).

e Understanding information and making sense of situations (understanding and
sensemaking).

e Planning responses and making decisions about what to do (planning and decisionmaking).
e Taking action and monitoring effectiveness of the action (action).?
e Communicating and coordinating with team members (communication and coordination).

Notice that from the point of view of the individual, team communication and coordination
activities could be seen both as resources for achieving other macrocognitive functions or as
goals on their own. One could also consider other resources (like memory aids, support tools)
in an extra function like “cognitive tools use”. This might be an important addition in a NPP
setting where there is extensive use of, for example, operating procedures. On the other hand,
from the perspective of a team such as the ones in NPP control rooms, communication,
collaboration, and coordination together can be viewed as a macrocognitive function with which
the team achieves its task goals.

A key difference between macrocognitive models and traditional information processing models
is that macrocognition recognizes that human cognition is not strictly linear or serial, but it also
involves a great deal of parallel and cyclic processing. Macrocognitive functions occur in a
continuous loop (Roth, 2010b) and overlap (Patterson & Hoffman, 2012). People working in

2. Roth (2010a, 2010b) clarified that most models of macrocognition do not typically include action, but included
action in her list of macrocognitive functions based on the history in the NPP HRA community of analyzing action
implementation errors.
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naturalistic settings typically have to accomplish most or all of these functions, often at the same
time (Klein, et al., 2003).

The next two sections review two well-recognized macrocognition models to elucidate how the
macrocognitive functions work together to accomplish complex tasks.

221 Macrocognitive Functions by Klein et al.

Klein et al. (2003) proposed a macrocognition model with an initial set of primary macrocognitive
functions and supporting macrocognitive processes? (see Figure 2-1) to investigate how
cognition actually functions in real world complex tasks. The primary macrocognitive functions

included:

¢ naturalistic decisionmaking, or how experts make decisions in real-world environments

e sensemaking and situation assessment, or how people understand and make sense of the

situation

e planning, or how people develop plans for responding to the situation

e adaptation and re-planning, or how people adapt their plans and strategies given the
dynamic nature of the situation

e problem detection, or how people detect anomalies or abnormal conditions that need to be
addressed

e coordination, or how people coordinate their behavior with others to achieve common goals

Figure 2-1.
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Macrocognitive functions and supporting processes for individuals and
teams (Klein, et al., 2003).

3. Klein et al. (2003) expressly stated that they intended this list of primary macrocognitive functions to encourage
research at the macrocognitive level rather than to advocate an “official,” validated list.
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In Figure 2-1, the blocks in the middle represent the macrocognitive functions; the items in the
surrounding circle represent the macrocognitive processes that support the functions. The
macrocognitive processes are means for achieving the functions. Notice that all of the functions
share all of the macrocognitive processes. Therefore, these functions and processes work
together in a continuous loop, with the acknowledgment that some or all of these functions have
to occur simultaneously.

At the time when Klein et al. (2003) published their model, they decided that it was premature to
attempt to diagram the relationships between the different functions and supporting processes.
There is no assumption of serial or linear flow between the functions, nor is there an assumption
about which function occurs first. Rather, the flow is dynamic, continuous, and dependent on
the situation, with much parallel or simultaneous cognitive activity.

2.2.2 The Overlapping Macrocognitive Function Model

Patterson and Hoffman (2012) adapted the Klein et al. model (2003) for space shuttle missions.
They proposed an integrated macrocognitive framework for primary functions, which are the
most important functions that a work system must conduct to achieve its primary goals
(Patterson & Hoffman, 2012). Patterson and Hoffman identified five primary macrocognitive
functions: detecting problems, sensemaking, re-planning, deciding, and coordinating, each of
which is described briefly below.

Detecting Problems. The function of detecting problems involves noticing that events may be
taking an unexpected turn. This change, whether positive or negative with respect to the goal of
the system, requires explanation and may indicate a need to reframe the understanding of the
situation (sensemaking) and/or revise ongoing plans (re-planning) or actions.

Sensemaking. Sensemaking involves activities such as collecting, verifying, and integrating
information, and making assessments about how the detected information maps onto potential
scenarios or explanations. It includes generating hypotheses to consider and potentially
revisiting discarded hypothesis when faced with new evidence.

Re-planning. This function involves adaptively responding to changes in the situation or
objectives from a variety of sources. It also includes adapting pre-made default plans to the
specific situation within a window of opportunity. When default plans are not available or
applicable, re-planning involves creating a new strategy for building one or more desired end
states or goals. According to Patterson and Hoffman (2012), “this function includes adapting
procedures, based on possibly incomplete guidance, to an evolving situation where multiple
procedures need to be coordinated, procedures that have been started may not always be
completed, or when steps in a procedure may occur out of sequence or interact with other
actions” (p. 2).

Deciding. Patterson and Hoffman state that making a decision is a complex activity that is not
simply the act of committing to some course of action to reach certain fixed goals (2012).
Instead, it is far more complex. It involves a number of questions and issues, some of which are
more or less important in different contexts. It might also involve questioning the
appropriateness of default courses of action, considering trade-offs in ongoing plan trajectories,
or reversing previous decisions or commitments. Patterson and Hoffman view decisionmaking
as more often the activity of a team, rather than a single individual; deciding can be a
consensus activity involving the accommodation of different positions toward decisions (2012).

Coordinating. According to Patterson and Hoffman, the function of “Coordinating” consists of
managing activity, dependencies, and communication across individuals who have roles that
may have common, overlapping, interacting, or even conflicting goals (2012).
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Patterson and Hoffman developed a representation of the dynamic overlaps and interactions of
the five primary functions (see Figure 2-2). They posit that any of the five functions can involve
events in the environment, communication between people, or reasoning within an individual.
All of the functions are continually ongoing (consider each ring as continuously rotating about its
center), and over time, a function overlap more or less with the others functions as they engage
or interact with each other. “Coordinating” may be a function that continuously “wraps” the
others. As the situation evolves, the work system may increase the emphasis on a particular
function, which could be illustrated in Figure 2-2 by increasing the radius of the corresponding
circle and altering the overlaps (Patterson & Hoffman, 2012). Thus, Patterson and Hoffman’s
integrated framework illustrates that macrocognitive functions are parallel, continuous,
interacting, and overlapping.

Figure 2-2 also clearly shows that the macrocognitive functions are not independent of each
other. The function of detecting problems, for example, involves the functions of understanding
the perceived information, making a decision about whether it is important or relevant, and
adapting plans to the new information. Similarly, there are aspects of deciding in all of the other
macrocognitive functions, and all of the functions require coordination with other members of the
crew. The Patterson and Hoffman model depicts human cognition in a “big picture” view,
integrating microcognitive areas together and demonstrating the interrelationships with other
areas.
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Figure 2-2. The overlapping function model of macrocognition (Patterson & Hoffman,
2012).

Both the Klein model and the Patterson and Hoffman model incorporate “coordination” as the
teamwork aspect of macrocognition. Other studies focused more explicitly on team
macrocognition (Fiore, Smith-Jentsch, Salas, Warner, & Letsky, 2010; Letsky, 2007; Letsky,
Warner, Fiore, & Smith, 2008). For example, Letsky et al. proposed that team coordination is
achieved through four stages: knowledge construction, team collaborative problem solving,
team consensus, and outcome evaluation. They also identified that team coordination is
achieved through verbal and nonverbal communication. In summary, while the authors of the
various macrocognitive models intended the main theoretical concepts to apply across domains,
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they developed their models based on their own experience in specific domains of application.
This might result in the subtle differences between the models. Given that these models have
no fundamental differences in their capturing the nature of human cognition, we should value all
these models and integrate their strengths to come up with a generic cognitive framework for
NPP applications.

2.3 Macrocognition for NPP Operations

Nuclear power operations have some aspects in common with aviation and military operations,
such as hierarchical command and control, and real-time management of complex interactive
systems. However, NPP operations are highly proceduralized. Various types of procedures
(e.g., alarm response procedures, abnormal operating procedures, and emergency operating
procedures) provide pre-defined goals, criteria to assess conditions and situations, and detail
specific actions to be taken in response to abnormal or accident conditions. Additionally, plants
have severe accident management guidelines (SAMGs) that provide high-level guidance for the
goal of preventing or mitigating radioactive release to the environment, and set functional
priorities for optimal management of an accident. In the United States, the general work
practice for NPP operators is to adhere to procedural instructions. The unique nature of the
nuclear power plant domain tailors a macrocognitive model to the specific features of the
nuclear environment. For example, procedure-based operation eliminates many challenging
and uncertain aspects in decisionmaking: the team structure and working protocols in the
control room do not demand many cognitive aspects of communication and coordination
activities.

Several cognitive models have been used in the NPP human factors engineering and HRA
domains: Information-Decision-Action (IDA) and Information-Decision-Action-Crew (IDAC), and
O’Hara’s model of generic operator tasks. These models provide information about the
important aspects of human cognition from an NPP perspective. In addition, this report includes
a descriptive model of teamwork in NPP control room operations.

231 IDAand IDAC

The IDA model (Shen & Mosleh, 1996, Smidts, Shen & Mosleh, 1997) is an engineering
approximation of human cognition developed for modeling operator performance in the nuclear
power plant domain. It provides an error taxonomy for event analysis (Smidts, Shen & Mosleh,
1997). The model applies to environments similar to NPP operations where behavior is
influenced by extensive training and requirements to follow procedures. IDA divides human
information processing into three main blocks:

e | —Information (collecting information): the operator’s perception of plant conditions

e D - Decision (diagnosis and making a decision about what to do): the operator’s goals and
strategies for handling the situation, as well as memories (including memories of expected
plant responses, current activities, related plant symptoms from earlier experience, and
knowledge of plant system and operation)

e A — Action (implementing the chosen action): taking action in the plant, based on the
decision made in the D phase

IDA’s error taxonomy consists of internal errors and external errors. An internal error would be
failure of any of the |, D, or A phases. External errors are mismatches between three elements:
the plant’s needs, procedures, and crew decisions. IDA also accounts for certain PIFs such as
time stress that may affect behavior.

In a series of five papers, Chang and Mosleh (2007a, 2007b, 2007¢c, 2007d, 2007¢e) expanded
and improved upon the IDA model to create a model called IDAC. IDAC is best described as a
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computer simulation-based cognitive model designed specifically for simulating an operating
crew’s behavior when responding to abnormal NPP scenarios in the Accident Dynamics
Simulator (ADS) simulation environment. ADS includes five functional elements that interact
with each other in close frequency to generate multiple scenarios following an initial plant
malfunction:

e a plant behavior simulator

e a control room panel simulator

e acrew behavior simulator (i.e., IDAC)

e a hardware behavior simulator (i.e., to model potential hardware failures)
e a simulation sequence controller

IDAC'’s role in the ADS simulation environment is to probabilistically model potential operators’
responses based on up-to-date plant information and available resources (e.g., procedures and
memory). The most recent ADS-IDAC implementation can be found in Coyne (2009).

The IDAC crew behavior simulator consists of two functional elements: the cognitive processor
and the psychological processor. Together, they interact with memory and procedures to form
the IDAC individual cognitive process model, shown in Figure 2-3.
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Figure 2-3. IDAC operator cognitive flow model.

The cognitive processor consists of three blocks taken from IDA: Information pre-processing (1),
problem solving and decisionmaking (D), and action execution (A). These three blocks
dynamically interact with the psychological processor, also known as mental state (MS).
Changes in any of the cognitive processor blocks (IDA) may result in changes to mental state,
which in turn may affect the subsequent cognitive elements’ behavior, as shown in Figure 2-3.
Because IDAC assumes a crew operation environment, the “External World” in Figure 2-3
includes the plant, the procedures, and the other crew members. IDAC’s Action execution block
includes not only physical action taken on the plant but also communication to other crew
members. Each of these blocks in the operator cognitive process model is summarized below
and discussed in more detail in Chang & Mosleh (2007c).
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Information pre-processing (I): Block () of the cognitive process model refers to a person’s
highly automatic process of handling incoming information. This involves information filtering,
comprehension and memory, grouping and categorizing, and prioritizing, but stops short of
further inference and conclusions (Chang & Mosleh, 2007a, 2007c).

Problem solving and decisionmaking (D): This stage is also referred to in IDAC as “diagnosis
and decisionmaking.” This block refers to what happens after information perception—what
people do with the information they have perceived. This block includes cognitive activities
such as “situation assessment,” “diagnosis,” and “response planning.” Information that has
been brought to an operator’s attention is translated into a problem statement or a goal that
requires resolution. The process of resolving a problem or goal involves selection of a method
or strategy. Goals may be broken into sub-goals, in such a way that complex problems are
broken down into simpler ones, and solved using an appropriate strategy (Chang & Mosleh,
2007a, 2007c).

Action execution (A): Block (A) of the cognitive process model refers to the execution of the
action that was decided upon in Block (D). Actions are typically skill-based, highly practiced,
and require little cognitive effort (Chang & Mosleh, 2007a, 2007c).

Mental State (MS): The MS block interacts with each of the IDA blocks dynamically. The mental
state influences the activities in each of the IDA blocks (e.g., by affecting the filter used in I, or
by shaping the choice of strategy in D), and is in turn updated by the results of the activities in
each block. The MS block explains how cognitive activity starts and continues, and provides
reasons for why a goal is selected or abandoned (Chang & Mosleh, 2007a, 2007c¢).

The IDAC model takes the classical information processing concept, i.e., framing cognition as a
continuous series of IDA loops. IDAC posits a linear, serial flow from 1 to D to A, and an
assumption of success of the previous phase when evaluating any one phase. In other words,
when evaluating the D phase, for example, an analyst assumes the information gathered in the |
phase is correct, necessary, and sufficient for proper decisionmaking. Otherwise, the error
would be in the | phase, not the D phase. Likewise, when analyzing the A phase, an analyst
assumes success in both the | and D phases. If an error occurs in action implementation that is
due to incorrect decisionmaking, then the error is actually in the D phase, not A.

Additionally, IDAC adds fine-grain information processing by conceptualizing that these IDA
loops are nested,* as shown in Figure 2-4. What this means is that for any phase of IDA, there
are sub-loops of IDA. For example, in the process of perceiving information (I), an operator
recognizes information (I-in-1), makes decisions about the relevance of that information (D-in-I),
and takes action based on that decision, such as discarding or integrating with other information
(A-in-1). Therefore, there are decision elements in the information gathering process. The
Nested IDA loop structure would identify the decision related to information gathering that
belongs to the high-level | element rather than the D element. This nested structure has the
benefit of pinpointing the specific error. IDAC states that this nested structure can continue for
as many layers as necessary to decompose complex tasks into simple subtasks (Chang &
Mosleh, 2007a).

4. For human failure analysis, IDAC uses the nested I-D-A loop error taxonomy to identify the cognitive root cause
that failed a task. A task in PRA typically requires multiple I, D, and A interactions with different levels of
granularities within an operator and between operators. Using a single layer of I-D-A for root cause identification
has a tendency to blur the scope of each individual cognitive element. IDAC’s two-level nested I-D-A loop (see
Figure 2-4) intends to clarify the boundaries.
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Figure 2-4. Nested IDA structure concept.

A key difference between IDA and IDAC is the crew component (C) of IDAC. IDAC models
crew behavior by creating a simplified crew structure with three generic types of operators
based on the roles in an NPP crew: the decision maker, action taker, and consultant (Chang &
Mosleh, 2007a). These roles can be organized in different crew structures based on the type of
crew organization at a plant. Two main features characterize crew interactions: communication
and coordination. Communication occurs through formal and informal channels. Roles specify
formal communication channels, such as the formal communication between the decision maker
and the action taker. IDAC considers all other communication as informal. Crew coordination
can be highly dynamic and complex, and is dependent on the culture of the crew. Coordination
as modeled in IDAC includes supporting behaviors such as performance monitoring, error
correction, and workload and responsibility redistribution (Chang & Mosleh, 2007a).

The IDAC crew model includes crew interactions with the system through actions of individual
members. For each member in the crew model, there are:

o defined responsibilities and tasks

o defined formal communication channels

o defined experience and knowledge bases

» individualized psychological and physical characteristics

Crew influences on individual operator response are accounted for through the IDAC
team-related performance influencing factors (PIFs) (discussed in Chang & Mosleh, 2007b).

While the simulation aspects of IDAC are not relevant to the present effort, IDAC provides a
structure with underlying models of both individual cognition and team behavior of an NPP
operating crew. These aspects of the IDAC model make it an appropriate choice for adapting
macrocognition to the NPP domain. The next section discusses another NPP-specific model
that is also informative to the task of applying macrocognition to NPP operations: O’Hara’s
model of NPP operator tasks.

2.3.2 O’Hara’s Model of NPP Operator Generic Tasks

John O’Hara and colleagues have developed a generic characterization of NPP operator
performance that has been applied in many NRC human failure event (HFE) guidance
development efforts (O’Hara et al., 2008). This model does not use the term “macrocognition,”
but it describes the basic categories of operator activities to accomplish control room tasks.
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According to O’Hara, operators perform two types of tasks: primary tasks and secondary tasks.
Primary tasks include activities such as monitoring plant parameters, following procedures,
responding to alarms, and operating equipment (e.g., starting pumps and aligning valves). The
secondary tasks of interest are “interface management tasks.” Primary tasks have a number of
common cognitive elements: monitoring and detection, situation assessment, response
planning, and response implementation. O’Hara referred to these common cognitive elements
as generic primary tasks. The generic primary tasks are similar to those macrocognitive
functions in the Klein et al. (2003) model. Breakdowns in any of these generic primary tasks
can cause a human error. Figure 2-5 shows the diagram of O’Hara’s model. Each of these
generic primary tasks is discussed in more detail below.
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Figure 2-5. O’Hara’s cognitive model of NPP control room operations, adapted from
O’Hara et al. (2008).

Monitoring and Detection: According to O’Hara et al. (2008), the task of monitoring and
detection involves extracting information from the environment, such as checking the
parameters on a control panel, monitoring parameters displayed on a computer screen,
obtaining verbal reports from other personnel, and sending operators to areas of the plant to
check on system components. From this information, operators determine if the plant is
operating as expected. In a highly automated plant, much of what operators do involves
monitoring. Detection is the operator’s recognition that something has changed (e.g., a
component is not operating correctly), or the value of a parameter has increased or decreased.

Situation Assessment: Situation assessment is the evaluation of current conditions to determine
if they are within acceptable limits, or to identify the underlying causes of any abnormalities.
Operators actively try to construct a coherent, logical explanation to account for their
observations. According to O’Hara et al. (2008), this cognitive activity involves two related
concepts: the situation model and the mental model. The mental model consists of the
operator’s internal representation of the physical and functional characteristics of the plant and
its operation, as they understand it should be. This model rests upon formal education, training,
and experience. Situation assessment occurs when operators use their mental model to
understand information they obtain from the human-system interfaces (HSIs) and other sources.
The cognitive representation resulting from situation assessment is termed the “situation
model,” which refers to the understanding that personnel have of the plant’s current situation,
(i.e., their current situation model). The alarms and displays serve to generate information
supporting situation assessment. The HSIs may provide additional support to situation
assessment in the form of operator-support systems.
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To construct a situation model, operators use their mental model, i.e., the general knowledge
and understanding about the plant and its operation, to interpret their observations and to
extract its implications. Limitations in knowledge or in current information may entail incomplete
or inaccurate situation models. The mental model consists of the operator’s internal
representation of the physical and functional characteristics of the plant and its operation as
they understand it should be. The mental model rests on formal education, training, and
experience.

Response Planning: According to O’Hara et al. (2008), response planning refers to deciding
upon actions to resolve the current situation. In general, it involves operators using their
situation model to identify goal states and the transformations required to achieve them. The
goal state may vary, such as identifying the proper procedure, assessing the status of back-up
systems, or diagnosing a problem. To meet their goals, operators generate alternative
response plans, evaluate them, and select the one most appropriate to the current situation
model. Response planning can be as simple as selecting an alarm response or it may involve
developing a detailed plan when existing procedures proved incomplete or ineffective.

In an NPP, procedures usually aid response planning. The need to generate a response plan in
real time largely may be eliminated when operators trust that the procedures are suitable to
meet the current problem. However, even with good procedures, operators will undertake some
aspects of response planning. For example, they still need to (1) identify goals based on their
own situation assessment, (2) select the appropriate procedure(s), (3) evaluate whether the
procedure-defined actions are sufficient to achieve those goals, and (4) adapt the procedure to
the situation, if necessary.

Response Implementation: This entails performing the actions specified by the response plan,
which may include such actions as selecting a control, providing control input, and monitoring
the responses of the system and processes. Several types of errors are associated with
controls. One example is mode errors, a new type associated with digital technology. A mode
error occurs when operators take an action thinking the control system is in one mode when
actually it is in another. Consequently, the system’s response to the action is not what the
operator expected.

While the O’Hara et al. model does not describe “coordination” as one of the generic tasks, it
does point out the importance of teamwork in NPP operations. As O’Hara et al. (2008) noted:

Individual operators typically do not undertake these tasks alone; they are
accomplished by the coordinated activity of multi-person teams.
Operators share information and work in a coordinated fashion to
maintain the plant’s safe operation as well as to restore it to a safe state
should a process disturbance arise. Crew members may perform a task
cooperatively from one location, such as the main control room, while in
other cases a control room operator may have to coordinate tasks with
personnel in a remote location, such as at a local control station.
Important human factors engineering aspects of teamwork include having
common, coordinated goals, maintaining shared situation awareness,
engaging in open communication, and cooperative planning. Successful
teams monitor each other’s status, back each other up, actively identify
errors, and question improper procedures” (p. 7).

O’Hara’s model suggests that the four generic primary tasks, at least partially, are processed in
serial:

Monitoring/Detection—-> Situation Assessment->Decision and Planning—>Action Implementation
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O’Hara’s model did not address the relationship between the generic primary tasks and how
they work together to accomplish complex tasks. The descriptive model of NPP control room
teamwork presented next was intended to fill this gap.

2.3.3

Integrating Macrocognition with NPP Model

This chapter discussed three macrocognitive models and three cognitive models used in the
NPP domain. We evaluated these models and analyzed their applicability to NPP operator
performance. Through the analysis, we decided to adapt the strengths of these models and
reconcile them into a single macrocognition model for HRA use. Table 2-1 presents a
side-by-side comparison of the models.

Table 2-1. Comparison of the macrocognitive and NPP models.
Model Roth (2010a, Klein et al. (2003) Patterson & Chang & Mosleh O’Hara et al.
2010b) Hoffman (2012) (2007a) (2008)
Macrocognitive | Detecting/noticing Problem detection Detecting problems | Information Monitoring and
Functions/ pre-processing detection
Informat_|on Understanding and | Sensemaking/ Sensemaking N/A Situation
g::g:zls'ng Sensemaking situation assessment assessment
Planning /deciding | Planning; Deciding; Diagnosis/problem Response
Adaptation/ Replanning solving and planning
replanning; and decisionmaking
Naturalistic
decisionmaking
Action N/A N/A Action Response

implementation

Communicating/
coordinating
(teamwork
functions)

Coordination

Coordinating

Crew coordination
and interactions

Crew coordination

Relationship of
the Functions/
Stages

Processing occurs
in a continuous
loop. It can be
serial, but it also
can start at any
function and move
in any direction

All the functions are
in a dynamic,
continuous loop, with
many or all of the
functions occurring
at the same time,
depending on the
situation

Functions are
overlapping and
interact dynamically,
depending on the
situation

Phases are in a
serial loop. Cognition
flows in a series of
IDA loops with
nested sub-loops

The main stream
of cognitive
processing is
serial from
monitoring/
detection to
response
implementation

As shown in Table 2-1, a notable difference between the macrocognitive models and the NPP

models is that the NPP models assume linear, serial flow, while the macrocognitive models do
not. The macrocognitive models acknowledge that human cognition is more complex than what
serial information-processing models can account for. As discussed by Roth (2010a, 2010b),
Klein et al. (2003), and Patterson and Hoffman (2012), the cognitive process can start in any of
the macrocognitive functions and move in any direction, involving parallel and cyclical
processing in addition to serial processing.

The nested IDA concept in IDAC recognizes that the cognitive functions are not independent of
each other. It is similar to Patterson and Hoffman’s overlapping function model in that IDAC
recognizes that perceiving information involves some aspects of decisionmaking and action;
decisionmaking involves aspects of gathering information, diagnosis, and action; and that taking
action involves aspects of detecting information and decisionmaking.

Another difference between the models is in dividing the continuous span of cognition into
discrete macrocognitive functions. Roth (2010a, 2010b) identified five functions by combining
planning with deciding. Klein et al. identified six functions (2003), and Patterson and Hoffman
identified five (2012). Both the Klein et al. model and the Patterson and Hoffman model
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separated planning or re-planning from decisionmaking, and neither included action. The NPP
models, on the other hand, have fewer granularities. IDAC has only four functions, with
diagnosis and problem solving combined with decisionmaking instead of standing as a separate
function. O’Hara’s model only contains four generic primary tasks, though the model does
discuss the importance of teamwork.

Despite the differences, there are remarkable similarities between the macrocognitive models
and the NPP models, given that they were developed from psychological and engineering
perspectives, respectively. The four generic primary tasks plus crew coordination used in the
O’Hara et al. model are essentially the same as the functions generalized by Roth, and if one
combines planning, re-planning and decisionmaking in the Klein et al. (2003) and Patterson and
Hoffman (2012) models, this produces comparable categories, with the exception of action.
IDAC has only four functions; however, IDAC combines diagnosis (or forming an understanding
of the situation) and problem solving with decisionmaking. If one separates that part out, it
produces five functions that look nearly identical on the surface to O’Hara et al. (2008) and Roth
(20104, 2010Db).

Several key features were generalized from these models. Primarily, these include an
understanding that the macrocognitive functions overlap, and that they dynamically interact with
each other in a continuous, non-linear loop, involving parallel and cyclical processing. Given
that the purpose of the literature review is to develop a cognitive framework that serves as a
foundation for HRA in the NPP domain, and given that both of the NPP models have five
functions (having separated diagnosis from decisionmaking in IDAC), we decided to adapt these
functions into the macrocognitive model for Integrated Human Event Analysis System
(IDHEAS):

o Detecting and Noticing

e Understanding and Sensemaking
o Decisionmaking

e Action

e Teamwork

The next section provides basic definitions of each of these five macrocognitive functions, and
subsequent chapters in this report discuss each function in detail.

2.4 The Macrocognition Model for HRA

As discussed in the previous section, we adapted a macrocognition model that consists of five
macrocognitive functions as the cognitive framework for IDHEAS. This section first provides
brief descriptions of each macrocognitive function, and then describes the relationship between
the functions.

241 Definitions of the Macrocognitive Functions Used in this Approach
Detecting and Noticing

Detecting and Noticing is the process of perceiving important information in the work
environment. Emphasized in this macrocognitive function are the sensory and perceptual
processes that allow humans to perceive large amounts of information and focus selectively on
those pieces of information that are pertinent to present activities.

The cognitive processes associated with Detecting and Noticing are those related to the
psychological processes of sensation, perception, and attention. Sensation has a large capacity
for input, but sensory information can only be retained for a short interval before being replaced

21



by new sensory information (Atkinson & Shiffrin, 1968; Baddeley, 2000; Baddeley & Hitch,
1974). Moreover, a person can only attend to a limited amount of information at a time.
Attention determines which pieces of sensed information are processed and enter into the
human’s awareness. Raw information must be filtered or selected, and meaningful information
is processed and extracted for further cognitive processing. When there is too much meaningful
sensory information, the individual may not be able to detect and notice all of that information,
resulting in sensory overload. Conversely, a lack of salient sensory information may cause
important plant information to go undetected or unnoticed.

Understanding and Sensemaking

The macrocognitive function Understanding and Sensemaking is the process of understanding
the meaning of the information that has been detected. Models and processes that fit into this
function include the data/frame theory of sensemaking, situation awareness (SA), interpretation
of pieces of information, and integrating multiple pieces of information together into a diagnosis.
Cognition in this function ranges from automatic, effortless recognition and understanding to
more effortful thinking and deliberate attempts to make sense of multiple pieces of information.

The model used to integrate all of the various approaches to understanding for the purposes of
this effort is the data/frame theory of sensemaking (Klein, Moon, & Hoffman, 2006; Klein, et al.,
2007). This model is an extension of Neisser’s (1967) perceptual cycle theory, in which a
person’s sampling of the environment updates their cognitive map of the environment, which in
turn directs further exploration. The data-frame theory of sensemaking posits that information
coming into the sensemaking process is data. This data is integrated with an existing frame,
which is a mental representation that serves as a structure for explaining the data and guiding
the search for more data (Klein, et al., 2007). The data identify or construct the frame, and the
frame determines which data are attended to. Neither the data nor the frame comes first;
rather, it is a constant process of moving back and forth from data to frame. This dynamic
aspect is the central theme of the model.

This model is ideal for the cognitive framework because it identifies the three primary sources of
failure of Understanding and Sensemaking: the data (e.g., the operator has the wrong
information), the frame (e.g., the operator is using an incorrect system model to understand the
situation), or the integration of the two (e.g., new information is not properly integrated with the
frame).

Decisionmaking

Decisionmaking involves goal selection, planning, re-planning and adapting, evaluating options,
and selection. Decisionmaking within an NPP is characterized as involving experts and being
largely driven by procedures. NPP control room decisionmaking typically involves routine
(unconscious) decisions, such as deciding a piece of information is irrelevant, deciding between
two gauges to obtain information from, or deciding to ask a question; it is not limited to making a
decision about what action to take in response to the event. Although procedures usually
dictate the actions of the operators, Roth (1997) explains that the operators still maintain a
mental model of the situation and will plan their course of action semi-independently of the
procedures. That is, they will have an idea of what must be accomplished and how it should be
done and will look to the procedures to confirm these beliefs. Furthermore, situations may arise
that procedures do not cover. In these instances, operators must rely on their expert knowledge
to solve the problem and implement the appropriate decision.

Two models that are particularly useful when examining decisionmaking within an NPP are a
recognition-primed decision (RPD) model (Klein, 1993), and an integrated naturalistic
decisionmaking model proposed by Greitzer et al. (2010). RPD was primarily developed to
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explain decisionmaking in stressful situations and under time pressure. The integrated
naturalistic model includes concepts from situation awareness theories, and
recognition/metacognition. This integrated model well describes the processes an experienced
operator goes through in making a decision with or without explicit procedures.

Action

Action is defined as implementing an action on the level of a single manual action (such as
operating a valve) or a predetermined sequence of manual actions. The action(s) must involve
the manipulation of the hardware and/or software that would consequently alter plant status. It
is assumed that the other macrocognitive functions (e.g., Detecting and Noticing, Understanding
and Sensemaking, and Decisionmaking) have been carried out successfully.

Operator actions can take the form of individual control actions (e.g., turning a switch to a
particular position; turning a pump on or off) or a sequence of actions intended to achieve a
particular goal. An example of a sequence of actions is realigning a set of valves to change a
flow path. In some cases, all that is required is a single, discrete, control action to achieve the
goal. For example, manually tripping the plant generally requires a single button press (or turn
of a switch). However, in other cases more sustained control is required. For example, in many
situations operators are required to make continuous adjustments to maintain a parameter
within a specified set of limits.

Reason (1990) divided errors of execution into two major forms: slips and lapses. Slips are
errors where actions executed are “not as planned.” They typically occur in the performance of
largely automatic tasks performed by skilled individuals in familiar conditions, especially when
attention is diverted (e.g., because of distraction or preoccupation). Lapses involve failures of
memory, where an individual may forget to perform an intended action. This is often due to a
failure in prospective memory—memory for intended actions in the future.

Teamwork

Teamwork is the macrocognitive function that focuses on how people interact with each other to
coordinate as the individual or crew works on a task. In the present effort, we are using this
macrocognitive function primarily to include coordination, collaboration, and communication
between individuals, as well as to address crew interaction issues such as command and
control.

This macrocognitive function focuses on the emergent aspects of team coordination to avoid
duplicating cognitive functions already described by previous macrocognitive functions. Building
on the team sensemaking work of Klein, Wiggins, and Dominguez (2010), these emergent
aspects are unique to and only emerge when people work together in teams. For example,
even in a team setting, individual macrocognitive functions like Understanding and
Sensemaking occur in parallel in all team members, such as a crew’s response to an alarm
annunciation. Given this context of independent parallel processing, the essence of teamwork
is the combination of these independent process efforts via communication for purposes of
facilitating team coordination. Using communication to combine the individual macrocognitive
processes is one emergent aspect of Teamwork; the other is leadership. NPP control room
crews are hierarchical and have a distinct leadership structure. Errors in either communication
or leadership can lead to failure of the Teamwork macrocognitive function.

2.4.2 Relationship between the Macrocognitive Functions

The macrocognitive functions described above represent a complete span of NPP operators’
cognition when performing complex tasks. Klein’s model states that the macrocognitive
functions work together in a loop; Patterson and Hoffman’s model suggests that the functions
are overlapping, while O’Hara’s model hinted that at least one of the main streams of
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information processing is from Monitoring/Detection to Response Implementation (also referred
to as Action). Each of these models represents one perspective of how the functions work
together. All the models acknowledged that these functions relate to and support each other,
and they share some common cognitive mechanisms, yet each function is achieved by a unique
set of cognitive mechanisms and can lead to unique types of human errors.

—~ .
- .

Detecting and
Noticing

Sensemaking
and
Understanding

Action Teamwork

Decisionmaking

Figure 2-6. The five macrocognitive functions.

Figure 2-6 depicts the relationship among the macrocognitive functions. The functions are
parallel and cyclical, and the functions overlap and interact with each other. Each of the
macrocognitive functions operates in the context of team interaction. Like the Patterson and
Hoffman (2012) model, the representation shown in Figure 2-6 recognizes that each
macrocognitive function may involve aspects of the other functions. The figure shows that
individual cognitive functions play out in the context of team interaction. We recognized that it is
important to consider cognition at the level of the crew. The macrocognitive functions work
simultaneously in all operators in the NPP crew, and the crew members must communicate and
coordinate with each other to ensure that they make the appropriate response to the plant
conditions.

2.5 Development of the Cognitive Framework

This section documents the process we took to transform the literature review into a cognitive
framework. The purpose of the cognitive framework is to identify connections between
proximate causes, cognitive mechanisms, and influences for the failures. The goal is to identify
how failure occurs, (i.e., the cognitive mechanisms for human errors and the context (PIFs) that
may activate those mechanisms).

Because the purpose of HRA is to understand human error and predict the likelihood of errors,
we structured the literature review and developed the cognitive framework in terms of human
failure. This meant that the focus was on identifying information that can explain human error.
This required reinterpretation and inferences of the major psychological literature reviewed
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because many findings in the psychological literature are focused on how to optimize successful
human performance. For example, research on attention may discuss factors that are crucial
for successful performance solely from the perspective of optimal performance. This does not
necessarily explain what can lead to failure of attention. In such cases, we had to interpret,
supplement, or make inferences about how the information could apply to failures, based on our
expertise and other research.

This section describes the genesis of the cognitive framework, including identification of the
cognitive mechanisms, proximate causes, links of the causes and mechanisms with PIFs, and
construction of this information into the cognitive framework.

2.5.1 Identification of Cognitive Mechanisms

Cognitive mechanisms are the processes by which macrocognitive functions work. They are
the processes by which cognition takes place in the work environment, and are thus crucial to
successful performance. If part of the process fails, this failure may manifest itself as a
proximate cause of the macrocognitive function failure. An example of a cognitive mechanism
is working memory, the ability to retain information in completing a task. It is important to note
that the cognitive mechanisms are vulnerable to fail under certain external or internal factors.
Thus, the mechanisms are the substrates of human performance successes and failures.

Using this definition, we reviewed the literature in depth to extract knowledge about the
macrocognitive functions and then identify the underlying processes and explain how errors or
mistakes can occur, or ways in which psychological models would help describe failures. Some
models call out specific types of errors. Other models specifically discuss processes that are
required for success; transforming this information into a mechanism required framing the
description of the process in failure terms. We often added terms such as “not” or “failed to” to
the processes that make the functions work.

For example, the following excerpts from Endsley (1995) illustrate a cognitive mechanism for
the Understanding and Sensemaking function:

“Operators of complex systems frequently employ a process of
information sampling to circumvent this [attention] limit. They attend to
information in rapid sequence following a pattern dictated by the portion
of long-term memory concerning relative priorities and the frequency with
which information changes.... Working memory also plays an important
role, allowing one to modify attention deployment on the basis of other
information perceived or active goals...” (p. 41).

“Failures in information sampling are commonplace, however, and may
result from the lack of an adequate strategy or internal model for directing
sampling. Wickens...has also noted that humans have several general
failings in sampling, including misperception of the statistical properties of
elements in the environment and limitations of human memory (forgetting
what has already been sampled)” (p. 55).

The excerpts describe the process of using a mental model to guide information sampling and
direct attention toward important information. However, when an incorrect mental model is
used, attention may be directed toward information that is not important and contribute to an
incorrect understanding of the situation. Consequently, we identified a cognitive mechanism for
failing the Understanding and Sensemaking function as, “incorrect, inappropriate, or inadequate
frame used to search for, identify, or attend to information.” Appendix A lists all of the cognitive
mechanisms identified through this process, sorted by macrocognitive function and proximate
cause.
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2.5.2 Identification of Proximate Causes

Many cognitive mechanisms were identified for each macrocognitive function. A cognitive
mechanism can fail to achieve its intended function in different ways. For example, working
memory is a mechanism for understanding the situation. Failure of working memory, such as
memory overload, can lead to misunderstanding or incomplete understanding of the situation.
We identified the outcomes of failure of the mechanisms, and grouped the outcomes into readily
identifiable types of failures of the cognitive functions. We refer to these type of failures as
proximate causes. Hence, proximate causes are the result of failure of cognitive mechanisms.
A proximate cause can be associated with several cognitive mechanisms, and vice versa.
Furthermore, one or several proximate causes may lead to human failure.

Whereas cognitive mechanisms are scientific findings described in the literature, the set of
proximate causes is merely a classification scheme used to group the cognitive mechanisms.
Therefore, there can be different ways to classify the mechanisms. Our goal was to develop a
defined set of proximate causes that have distinct non-overlapping definitions, and are
observable, identifiable, or inferable in a practical manner. With many rounds of exploration and
pilots, we decided to use the major process steps of a macrocognitive function as the framework
of proximate causes. For example, per the literature, achieving the Detecting and Noticing
function requires the cognitive mechanisms of attending to the cue/information and perceiving
the cuel/information correctly. Therefore, the proximate causes were identified as:
cue/information not attended to, cues/information not perceived, and cues/information
misperceived. We developed an initial list of proximate causes, then gradually revised the list
as we collapsed together items that seemed similar (i.e., that produced similar or overlapping
effects).

The set of proximate causes identified is listed below.
o Failure of Detecting and Noticing

- Cuesl/information not attended to
- Cuesl/information not perceived
- Cuesl/information misperceived

e Failure of Understanding and Sensemaking

- Incorrect data
- Incorrect frame
- Incorrect integration of data, frames, or data with a frame

e Failure of Decisionmaking

- Incorrect goals or priorities set
- Incorrect pattern matching
- Incorrect mental simulation or evaluation of options

o Failure of Action

- Failure to execute desired action
- Execute desired action incorrectly

o Failure of Teamwork

- Failure of team communication
- Failure in leadership/supervision
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We describe the cognitive mechanisms and proximate causes in generic terms from a
psychological perspective to ensure applicability over a wide range of situations, including
human cognition within and outside of the control room. Yet, since the initial scope of the
literature review was primarily limited to cognitive mechanisms that support cognitive activities
of NPP operators in internal, at-power events, some cognitive mechanisms that are pertinent to
situations outside the scope, such as those supporting dynamic, distributed decisionmaking,
were not included in the review. Subsequently, the proximate causes, while a good coverage
for NPP internal, at-power events, may not cover the entire operation span of NPP events such
as several accident management or low-power shutdown.

2.5.3 Performance Influencing Factors

The circumstances or contextual factors that contribute to human performance in a work
environment are referred as to performance influencing factors (PIFs), or performance shaping
factors. PIFs can either reduce or increase the likelihood of error. PIFs are commonly used in
human reliability analysis (HRA) methods to adjust the human error probability (HEP) depending
on the context of the situation, and they are also commonly used to identify root causes of
errors and areas for improvement. We defined PIFs as contextual factors (including plant
factors) that influence the likelihood that the cognitive mechanisms “activate” and lead to the
proximate causes of macrocognitive function failure.

Every HRA method has its own set of PIFs. At present, there is not a standard way of defining
PIFs. Groth (Groth, 2009; Groth & Mosleh, 2012) assembled a list of PIFs from a number of
HRA methods. The PIFs are sorted into five factors or categories:

¢ Organization-based factors: factors that are under the control of the organization and
include the organization’s attitudes and behaviors that affect human performance.

e Team-based factors: factors related to the team that is working together to achieve a
common goal and the quality of their interactions.

e Person-based factors: factors internal to each individual and encompass a person’s state of
mind, temperament, and other intrinsic characteristics.

o Situation/stressor-based factors: characteristics of the scenario that are external to the
person and to the system, and that are likely to influence human performance. Stressor
PIFs are the demands of the situation that the person perceives as tension or pressure that
can disrupt or facilitate performance.

¢ Machine-based factors: factors related to the system as designed by the vendor or
manufacturer, including the building structure, mechanical and electrical components,
hardware, and software.

Each of these categories consists of many specific factors, as shown in Table 2-2. In our
literature review, we identified empirical findings about how cognitive mechanisms may fail
under various experimental manipulations or operational contexts. Based on these findings, we
used the list in Table 2-2 to make inferences about what PIFs may affect a given cognitive
mechanism. The links are summarized in Appendix A.
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Table 2-2. Complete PIF taxonomy as organized by Groth & Mosleh (2012).

. Situation/ .
Organization-Based Team-Based Person-Based Machine-Based
Stressor-Based
Training Program Communication Attention External Environment HSI
o Availability ¢ Availability e To Task Conditioning Events e Input
e Quality ¢ Quality e To Surroundings Task Load e Output
Corrective Action Program | Direct Supervision Physical and Time Load System Responses
o Availability e Leadership Psychological Abilities Other Loads
o Quality e Team member e Alertness o Non-task
Other Programs Team Coordination o Fatigue ¢ Passive Information
o Availability Team Cohesion ¢ Impairment Task Complexity
o Quality Role Awareness e Sensory Limits e Cognitive
Safety Culture ¢ Physical Attributes o Task Execution
Management Activities e Other Stress
» Staffing Knowledge/Experience Perceived Situation
o Number Skills e Severity
o Qualifications Familiarity with Situation e Urgency
o Team composition Bias Perceived Decision
e Scheduling Morale/Motivation/Attitude ¢ Responsibility
o Prioritization e Impact
o Frequency o Personal
Workplace Adequacy o Plant
Resources o Society
e Procedures
o Availability
o Quality
e Tools
o Availability
o Quality
o Necessary Information
o Availability
o Quality

254 Creating the Cognitive Framework: Connecting Proximate Causes,
Cognitive Mechanisms, and PIFs

One requirement for the literature review was to build a framework that connects failures of
macrocognitive functions with proximate causes, cognitive mechanisms, and PIFs. The
purpose of such a tool is to identify how failure occurs. For the possible proximate causes of
failure of a macrocognitive function, the cognitive framework identifies the potential cognitive
mechanisms for human error, and what contexts (PIFs) may activate those mechanisms. We
took all four of the elements discussed above—macrocognitive functions, proximate causes,
cognitive mechanisms, and PIFs—and organized them into the cognitive framework, a tree
structure that illustrates how macrocognition may fail and describes the reasons why. Each
macrocognitive function is represented with one tree, yet the tree branches are not necessarily
orthogonal to each other. Specifically, we have endeavored to make the proximate causes as
independent from each other as possible. The generic structure for each tree in the cognitive
framework is shown in Figure 2-7. Starting from the left in the figure, the first box represents the
macrocognitive function that the tree is analyzing. Boxes in the next column represent the
proximate causes of failure for the function. Each proximate cause is then linked to a number of
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cognitive mechanisms. Each cognitive mechanism is connected to the relevant PIFs for that
mechanism. The flow moves from left to right: for a given cognitive function, the tree allows one
to identify the proximate causes of the failure of the function, the cognitive mechanisms leading
to the causes, and the PIFs contributing to the causes through the mechanisms. Note that the
diagram depicts an ideal situation: a given set of PIFs only contribute to one cognitive
mechanism, and a given set of mechanisms only contribute to one proximate cause. In reality,
different causes can be associated with some common mechanisms, and the same cognitive
mechanism may lead to more than one proximate cause. The same is true for the connections

between PIFs and the cognitive mechanisms.
PIF 1
MechanismA
PIF 2
—[ Proximate Cause 1
PIF3
MechanismB
PIF 4

PIF1
Mechanism C
PIF5
Failure of
Macrocognitive Preximate Cause 2
Function PIF3
MechanismD
PIF6

PIF 4
MechanismE
PIF7
4[ Proximate Cause 3
PIF8
MechanismF
PIF9

Figure 2-7. Generic cognitive framework: links between PIFs, cognitive mechanisms,
proximate causes, and macrocognitive functions.

Each tree of the cognitive framework (in Appendix B) corresponds to a set of detailed tables (in
Appendix A) that provide supporting information for the psychological basis of each node in the
tree. Together, Appendix A and Appendix B are the outcomes of the literature review: a
cognitive framework tool that serves as the psychological foundation for the qualitative and
quantitative analysis methodology of the IDHEAS HRA method.

In addition, the cognitive framework can be used more generally to identify causes,
mechanisms, and PIFs to consider for any situation involving human error. The framework
gives analysts a structured tool, based on psychological research, for identifying the types of
factors likely to be relevant for a given human failure event. As a result, the cognitive framework
may prove useful to other HRA methods or human factors applications.

An excerpt from Table A.1.1 in Appendix A (the Detecting and Noticing macrocognitive function)
is shown in

Table 2-3. This excerpt contains two cognitive mechanisms that explain the proximate cause of
cues/information not perceived. The tables in Appendix A are organized by macrocognitive
function and proximate cause. The first column in each table contains the cognitive mechanism
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that can lead to the proximate cause. The second column provides a discussion of how the
mechanism works. The third column provides an example. Next, the table lists the relevant
PIFs for the cognitive mechanism, followed by an explanation of how or why the PIF is relevant.
The last column provides references.

Table 2-3. Excerpt from Table A.1.1 listing cognitive mechanisms and PIFs for the
proximate cause Cues/information not perceived.

Mechanism Discussion Example Relevant PIF(s) Explanation References
Working Broadbent'’s “filter Filter theory has direct | e Task load Sensory Broadbent (1958)
memory theory” explains sensory | implications for plant bottlenecks

bottlenecks—the alarm environments like dictate ability to
might be missed control rooms, where perceive
because humans have a | concurrent tasks and information.
limited ability to take in multiple simultaneous
stimulus inputs and alarms may lead to
perceive them. It is sensory overload and
possible to reach cause operators to
sensory bottlenecks, miss some relevant
which can result in information.
sensory overload.
Cue content The human’s ability to The cue is not e HSI The signal to Bustamante
detect or sense stimuliis | presented to the noise ratio is too | (2008)
: . e Task load
a function of how clearly | operator with low for the
that stimuli is present sufficient o Task complexity | operator to be
over and above existing strength/energy to e Stress able to perceive
background noise (i.e., distinguish itself from the cue (i.e.,
the cue’s signal to noise | existing background distinguish it
ratio). noise such that it from noise).
activates a sensory
response in the
operator.

The two cognitive mechanisms included in the excerpt in

Table 2-3 are working memory and cue content. People have limits to the amount of
information they can process at once. Information overload occurs when more information is
sent to a person than that person is capable of taking in, or when the person is processing other
information and as a result cannot take in anything new (Broadbent, 1958). When this happens,
important data may be missed. Because of this, task load is a PIF that can influence the
likelihood of information overload occurring.

The cue content cognitive mechanism explains that if the cue is not salient enough to be
distinguished from the background noise, it is more likely to be missed (Bustamante, 2008).
Therefore, the amount and nature of the output from the HSI is important—is the critical
information buried in flashing lights and noise? Workload and stress are also issues, because
with increasing task load, complexity, and stress, the amount of mental resources that are
occupied with the task increases and leaves less available to attend to cues. With a heavy
workload, cues that are not particularly salient, which would normally be noticed in low workload
situations, may be missed. Stress is known to cause attentional narrowing (Nikolic, Orr, &
Sarter, 2004), or to decrease the amount of information one can attend to. This also can lead to
missing a cue if the cue is not particularly salient.

As shown by the example in

Table 2-3, one of the most important developments in the cognitive framework is that there are
explicit connections between PIFs, cognitive mechanisms, and proximate causes of failure.
Specifically, the tables provide explanation about which PIFs are important and why, provide
information about how PIFs influence cognitive errors, and put this information in a simple tool
that can inform HRA and other applications.
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2.6 Summary

This chapter provided an overview of macrocognition and explained the process we used to
identify a macrocognitive model for the IDHEAS HRA method. We reviewed major models of
macrocognition and two NPP-specific models. Comparing the models demonstrated that they
were largely consistent, though they use slightly different terminology for the same concepts.
Furthermore, the models are complementary. We adapted these models into a generalized
cognitive framework for use in the IDHEAS HRA method. This framework has five
macrocognitive functions:

o Detecting and Noticing

e Understanding and Sensemaking
o Decisionmaking

e Action

e Teamwork

We conducted a review of the behavioral sciences literature related to each of the above
macrocognitive functions to identify cognitive mechanisms, causes of failure (proximate
causes), and the effects of PIFs. We then organized the information gleaned from the review
into tables (Appendix A) and the cognitive framework (Appendix B). Together, the cognitive
framework and the accompanying tables form the technical basis for the IDHEAS HRA method,
and can also be useful to other HRA methods or human factors applications.
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3. DETECTING AND NOTICING
3.1 Introduction

The macrocognitive function of Detecting and Noticing refers to perceiving important information
in the work environment. Detecting and Noticing emphasizes how humans selectively process
the large bulk of information that they have sensed and focus on the information that is pertinent
to tasks. This chapter first introduces Detecting and Noticing as a macrocognitive function in
general and its specific involvement in performing nuclear power plant (NPP) tasks. The
chapter then summarizes the cognitive mechanisms underlying Detecting and Noticing, followed
by proximate causes of failure in Detecting and Noticing. Lastly, the chapter presents examples
from the literature that demonstrate the impact of certain performance influencing factors (PIFs)
on the success or failure of the Detecting and Noticing function. We generalized the
psychological literature findings to provide a cognitive basis of what leads to human failures in
detecting and noticing critical task-relevant information. This information is summarized in
Appendix A.1.

3.11 Sensation and Perception

The cognitive processes associated with Detecting and Noticing include sensation, perception,
and attention. Sensation, broadly defined, involves the input of environmental stimulus
information into the sensory organs. This information may encompass the traditional five
senses and may be visual, aural, olfactory (related to smell), gustatory (related to taste), or
tactile. Additional sensory information includes proprioception (related to the position of parts of
the body), kinesthesia (related to the sensation of motion), equilibrioception (related to the
body’s balance), chronoception (related to perception of time), thermoreception (related to
sense of temperature), and nociception (related to sense of noxious stimuli and pain). For the
purposes of nuclear power plant operations, the main sensory modalities are visual and aural,
although some consideration is given to tactile inputs.

Perception is the point at which sensory information is first given meaning. Sensory information
can be seen as raw input information. Sensation is largely a biological process and holds
relatively constant across people. Different normal-sighted individuals, for example, do not
sense the color blue differently from each other. However, at the point at which blue is imbued
with meaning, that meaning is subject to the cognition of the individual beholding it. Blue may
be a favorite color for one individual yet a disliked color for another individual. Moreover, the
experience of particular individuals may impact their perception of that color. One individual
may have been trained to associate blue with a positive flow condition, while another individual
may have no functional associations with the color. Perception is a byproduct of memory—the
individual’s past experiences and training will affect the meaning associated with a particular
perception. Memory infuses sensation with meaning to become perception.

3.1.2 Detecting and Noticing across Sensation and Perception

Human cognition is not a strictly serial process of inputting information, giving it meaning, and
then making sense of it. Throughout information processing, meaning is created by merging
sensory information with cognition and memory. The flow of information is bidirectional, and
meaning may be imbued early in the sensory process to enable sensory filtering. As described
earlier in Chapter 2, the five macrocognitive functions are overlapping and support each other,
yet each function has its own focus and roles in achieving the tasks.

Figure 3-1 illustrates the different focuses of sensation and perception across the Detecting and
Noticing and Understanding and Sensemaking functions. In terms of cognitive processes, cues
and information from the environment are initially sensed. At this stage, the environmental cues
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and information are represented as raw sensory signals. This sensory information is perceived
by giving it initial meaning. Essentially the sensory signals are categorized into perceptual
objects. As additional meaning is placed on these perceptual objects and they are synthesized,
cognition is said to take place. At this stage, the objects are semantic in the sense that they
represent meaningful entities that are understood. The progression of information can be seen
in the example from spoken speech at the bottom of the figure. Speech is initially sensed as
sound waves and encoded neurologically. As meaning is extracted from the raw speech signal,
the sound emerges phonetically as /sh/. /sh/ is still a relative abstraction, but it is a meaningful
sound or phoneme in the English language. These phases of sensing and perceiving are the
areas covered in Detecting and Noticing. Additional meaning is attached to the phoneme, and it
takes on word or word-like meaning. The sound /sh/ in isolation has a meaning (“Quiet!”) in
English. As that meaning is deduced, the corresponding phase is captured by Understanding
and Sensemaking.

DETECTING/ SENSEMAKING/
NOTICING UNDERSTANDING
COGNITIVE
PROCESS SENSATION pF——»| PERCEPTION P| COGNITION
MENTAL
REPRESENTATION SIGNALS  |—P>| OBJECTS P SEMANTICS
EXAMPLE FROM | A " "
SPOKEN SPEECH WW\I‘MWWW —> /SH/ > QUIET!
SOUND WAVE PHONEME WORD

Figure 3-1. The relationship between the macrocognitive functions of Detecting and
Noticing and Understanding and Sensemaking.

The relationship between sensation, perception, and cognition can be seen from a biological
perspective. The sensory receptors such as the rod and cone cells found within the retina
provide the raw sensory input to the visual system. As this information reaches the visual
cortex, it is perceived. Finally, as information in the visual cortex travels to the associative
cortex, it becomes cognition.

A further example helps to illustrate the distinction between sensation, perception, and
cognition. When a control room operator sees an annunciator illuminate, the operator initially
senses the light from the light box. In parallel, the operator sees the shapes and forms of the
surrounding, unilluminated alarm tiles. Both illuminated and unilluminated alarms contain equal
sensory information (although illumination results in higher sensory intensity). However,
illuminated and unilluminated alarms do not have equal meaning. The illuminated alarm tile has
a different meaning from the unilluminated alarm tiles surrounding it. The operator perceives
the illuminated versus unilluminated alarm tiles and associates meaning with them. This
semantic difference is the essence of perception. Even though the operator has perceived the
“alarmness” of the alarm, he or she still has not made sense of the alarm or understood its
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explicit meaning. Its perceptual meaning is that it is a lighted light box needing attention—a
composite mental representation of feature detection, object recognition, and sensory salience.
Its cognitive meaning—imbued with focused sensemaking and understanding beyond the
generic representation of perception—is that of a specific alarm, and the operator responds
according to the specific alarm.

Sensation has a large capacity for input, but sensory information can only be retained for a short
interval before being replaced by new sensory information (Atkinson & Shiffrin, 1968; Baddeley,
2000; Baddeley & Hitch, 1974). Moreover, only a limited amount of sensed information is
processed by the brain’s information processing systems and enters into the human’s
awareness or percepts. For this reason, raw information must be filtered or selected and
meaningful information is processed and extracted for further cognitive processing. This
function is referred to as Detecting and Noticing. While sensation is a process that occurs at the
biological or hardware level, perception is analogous to control systems where hardware
processing can be modulated by software algorithms. When there is too much meaningful
sensory information, the individual may not be able to detect and notice all of that information,
resulting in sensory overload. In summary, Detecting and Noticing represents the process of
detecting meaningful signals from a large bulk of information received by the sensory organ.

Literature has broadly suggested the following purposes of Detecting and Noticing:
e detecting salient cues in the environment

e detecting changes or new cues onset in the environment

o detecting weak but mission-critical cues from an information-rich environment
e noticing abnormal cues

e searching for specific cues pertinent to a task

These purposes are applicable to operators’ tasks in NPPs as well and actually define a
significant portion of the operators’ monitoring tasks in the main control room (Morray, 1986).
NPP operators monitor plant state during normal, abnormal, and urgent operating conditions.
The control room provides a series of stimulus cues to the operators—instrumentation and
control states, alarms, and written procedures draw the attention of the operators and are
detected and noticed accordingly (Vicente, Mumaw, and Roth, 2004). A failure to detect and
notice important cues in the control room can lead to delays in diagnosing plant states,
misdiagnosis of plant states, or even failure to diagnose plant states requiring response. As
such, Detecting and Noticing is a crucial part of the control room operators’ contribution to plant
safety in the main control room.

Mumaw et al. (1994, 2000) reported that monitoring demands in an NPP are often different from
those in the types of monitoring tasks that have been examined in laboratory settings. An NPP
has thousands of parameters that operators can potentially monitor. Further, monitoring is not
the only activity in which power plant operators are engaged; monitoring activity is interweaved
with other ongoing responsibilities of managing day-to-day tasks for generating power. Mumaw
et al. (2000) performed cognitive field studies to understand NPP operators’ monitoring task.
They found that what makes monitoring difficult is not the need to identify subtle abnormal
indications against a quiescent background, but rather the need to identify and pursue relevant
findings against a noisy background. Operators devised proactive strategies to make important
information more salient or reduce meaningless change, create new information, and off-load
some coghnitive processing onto the interface. These findings emphasize the active
problem-solving nature of monitoring, and highlight the use of strategies for knowledge-driven
monitoring and the proactive adaptation of the interface to support monitoring.
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The scope of the literature review was limited to those relevant to monitoring/detecting activities
in NPP control rooms during internal, at-power events. We made the following assumptions to
the activities: (1) operators always know what to monitor/detect, per their training and
procedures, (2) the cue/information to be detected has no uncertainty; that is, operators always
know and can recognize the meaning of a cue/information as long as the cue is correctly
perceived, and (3) the information is effortlessly used for the next cognitive function,
Understanding and Sensemaking. These assumptions set forth the broadness of the literature
search. As for the levels of details and depth of literature search, the literature reviewed in this
chapter excludes psychological literature in a number of well-documented areas in sensation
and perception:

e sensory and perceptual impairments such as colorblindness or prosopagnosia (impaired
facial recognition), which are presumed not to be relevant to control room operators or
operations;

e neuroimaging studies, which provide insights into the neurobiological underpinnings of
sensation and perception, but do not typically provide functional accounts of processes that
map to proximate causes; and

e psychophysical research, which primarily reviews the intersection of sensation, perception,
and the use of psychological scales, which is not a typical control room activity.

It must also be noted that almost no literature on sensation and perception is specific to the
domain of nuclear energy. The findings from other domains such a basic psychology, human
factors, and aviation psychology must be extrapolated to account for control room phenomena.
As such, the examples involved make use of subject matter expertise in psychology and nuclear
power operations to generalize the psychological findings. However, sensation and perception
are largely invariant across humans and across applications. Sensation and perception occur at
the physiological level, and the processes are consistent across domains. Therefore, it has
been unnecessary to perform such research specifically for nuclear power applications. Nuclear
regulatory guidance on those factors that affect sensation and perception (e.g., lighting levels or
font size for readability) has been derived from research in other areas (NUREG-0700; O’Hara,
Brown, Lewis, & Persensky, 2002) and the generalization to nuclear has been straightforward
and widely accepted.

3.2 Cognitive Mechanisms for Detecting and Noticing

3.21 Behavioral Aspects of Detecting and Noticing

Sensory and perceptual information may be passively detected or actively sought. This
distinction is explained through information foraging theory (Pirolli, 2007), stating that sensory
and perceptual information gathering is akin to foraging for food. In the wild, organisms
alternate between grazing in fruitful patches of food and actively foraging for food. By analogy,
humans feed on sensory information in the environment. Humans alternate between grazing
information that is readily available and actively foraging for new information. Control room
operations alternate between phases when the operator is actively looking for information about
key plant parameters and periods where sufficient information can be found within a limited area
of focus (Boring, 2011). During a period of passive information grazing, the operator receives
salient information that pops out of the scene and captures his or her attention. During a period
of active information foraging, the operator seeks information that is important to the task goals.

In NPP control rooms, procedures or knowledge may guide the degree to which operators
actively versus passively seek specific information (Massaiu, Hildebrandt, & Bone, 2011). So,
this information may guide the operator where to look and it may change “what” information to
search for, but it cannot change how the operator senses or perceives that information. For
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example, experienced control room operators will actively seek specific plant information,
whether guided by procedure or based on the operators’ plant knowledge. The operators will
sense and perceive the same information—the only difference being whether the operators
actively seek that information or passively receive it.

3.2.2 Overview of Mechanisms for Detecting and Noticing

Figure 3-2 shows a diagram of the cognitive processes underlying the visual Detecting and
Noticing function. The processes for auditory information follow a very similar pattern.
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Figure 3-2. Diagram of cognitive processes for the Detecting and Noticing function.

Briefly speaking, visual signals are first sensed by the retina—the sensory organ—and go
through some preliminary signal processing (such as enhancing the signal-to-noise ratio) by
subcortical neural structures, then reach the primary visual cortex for preliminary visual
perceptual processing. From the visual cortex, visual information is processed in two stages: the
pre-attentive and the attentive stages. The pre-attentive stage is vision without capacity limits. It
captures salient cues/information at once in the whole visual field by segmenting a visual scene
and popping out salient stimuli, and the salient information triggers visual attention and is stored
in working memory. Next at the attentive stage, visual attention directs the fovea to salient
information for detailed visual perception. These cognitive processes are achieved through
three major information processing pathways: pre-attentive, bottom-up (stimulus driven), and
top-down (memory driven):

e The pre-attentive pathway performs visual segmentation and pop-out of salient stimuli.

e The bottom-up pathway processes visual features of the attended visual area of interest,
combines visual features into integrated patterns, and retains visual objects in working
memory.

e Intop-down processing, the individual strategically directs their attention to current goals
and expectations due to experience. This is done through memory. The top-down pathway
guides attention to the fovea or searches for the more interesting information and selectively
enhances the responses of the visual cortex to specific stimuli (i.e., selective attention).

The micro-cognitive functions involved in these pathways are summarized as follows:
e visual signal processing—sense and pre-process visual signals for perception
e segmentation and pop-out—extract salient information

e visual feature perception—perform preliminary visual analysis of features such as contrast,
color, shape, and motion
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3.2.3

pattern and object integration—integrate multi-dimensional visual features into a coherent

pattern or object

Cognitive Mechanisms Involved in Detecting and Noticing

The psychological literature has reported many cognitive processes or models involved in
Detecting and Noticing. Those cognitive processes act like software that works on the three
pathways delineated in Figure 3-2 to ensure that the Detecting and Noticing function is reliably
performed. The literature either hypothesized or generalized experimental findings on how
various cognitive processes work to achieve the Detecting and Noticing function. We grouped
the cognitive processes reported by the experimental literature into five categories of cognitive
mechanisms. After a representative list of seminal articles and books for Detecting and Noticing
was identified through the process described earlier in this document, we sorted the references
into meaningful clusters of related articles.® Table 3-1 lists the references from the reviewed
literature that are pertinent to each category of mechanisms. Note that this list of references is,
by design, representative but not exhaustive in terms of the psychological phenomena
documented in the research literature.

Table 3-1.

Noticing.

Key literature according to cognitive mechanisms for Detecting and

Cue Content — Salient

Process Vigilance in Monitoring Attention Expectation Working Memory
¢ Biederman (1987) ¢ Aarts & Pourtois (2010) Beck, Levin & Einhorn & Hogarth Brewer et al. (2010)
e Hendy, Farrel, & o Bustamante (2008) Angelone (2007) (1981) Broadbent (1958)
E?St (2001) e Donald (2001) Bubi¢ (2008) Klein (1993) Caggiano &
» Hitchcock et al. « Donald (2008) Durlach, Kring & Kaéhler (1947) Parasuraman (2004)

(2003)
e Levi (2008)

e Massaro & Cohen
(1991)

e Nikolic, Orr & Sarter
(2004)

e Orasanu & Martin
(1998)

« Phillips (1974)
e Pirolli (2007)
e Xing (2007)

Eriksen & St. James
(1986)

Jones & Endsley (1996)
Lavine et al. (2002)

Lin et al. (2009)
MacLean et al. (2009)

Malcolmson, Reynolds &
Smilek (2007)

Mumaw, Roth & Burns
(2000)

Pirolli (2007)

Steelman-Allen et al.
(2009)

Szalma et al. (2004)
Vicente (2007)
Vicente & Burns (1996)

Vicente, Roth & Mumaw
(2001)

Bowens (2008)

Tales, Porter & Butler
(2009)

Varakin, Levin &
Collins (2007)

Vierck & Kiesel
(2008)

Lipshitz (1993)
Treisman (1991)

Einhorn & Hogarth
(1981)

Endsley (1995)

Kurby & Zacks (2007)
Phillips (1974)
Reicher (1969)
Soliman (2010)

Steelman-Allen et al.
(2009)

The categories simply provide a high-level way to organize the many cognitive phenomena
related to Detecting and Noticing. The categories represent different types of cognitive
phenomena. It would be equally possible to categorize the articles differently according to their
effects on human performance. These five types of cognitive processes may be viewed as
requirements for detection—these are fundamental cognitive mechanisms that allow people to

5.

A formal sorting method called card sorting was employed. This method is commonly used in human factors to
arrive at categories of related concepts.

38




perceive task-pertinent information in their environment. Each requirement for detection
presents the opportunity for failure, which provides explanations behind the proximate causes.
The discussion will first focus on the five types of mechanisms required for Detecting and
Noticing, and then the discussion will address specific opportunities for failure.

The five different categories of cognitive mechanisms for Detecting and Noticing as identified in
the research literature are as follows:

Cue Content — Salient Process. One area that can greatly affect the operators’ Detecting
and Noticing is the type and quality of cues with which he or she is confronted. Important
sensory cues may be of a degraded quality, making it difficult for the operator to detect or
notice them. Important cues may also be buried in an overabundance of other cues, making
it difficult for the operator to detect the most salient cues. Similarly, the information scene
the operator confronts may be complex, requiring considerable effort to find the most salient
cues and necessitating higher cognitive functions such as Understanding and Sensemaking
to glean meaningful cues from the environment. The visual system has segmentation and
pop-out functions to detect salient targets. Yet, the content of the cue has to be salient
enough to be detected by these functions.

Vigilance in Monitoring. Vigilance is marked by the ability to attend to cues over time in
monitoring tasks. An operator’s ability to attend to or monitor cues will naturally degrade
over time as a byproduct of fatigue. In addition, the operator’s attention can be affected by a
number of factors, ranging from the operator’s workload, which degrades attention more
quickly; to stress, which can interfere with the operator’s ability to attend.

Attention. Attention is the cognitive process of selectively concentrating on one aspect of
the environment while ignoring other things. It has also been referred to as the allocation of
processing resources. Attention guides searching for and monitoring the information of
interest, focusing visual processing on it, filtering out the unwanted information, and binding
visual features into an integrated pattern/object. Salient cues can automatically draw one’s
attention. Attention plays a crucial role in determining what sensory information is
detected/noticed. As such, attention is a central part of perception and one of the areas that
determines the success or failure of the Detecting and Noticing macrocognitive function.
Therefore, attention serves to direct cognitive resources to the most important semantic
information. Similarly, when the individual is engaged in tasks requiring high levels of
attention (i.e., high workload), the attentional focus may not allow reapportioning of novel
sensory information, resulting in missed information.

An important part of control room operations is being able to detect changes to cues.
Typically, salient changes in cues can pop-out of the visual scene and automatically capture
one’s attention. However, a number of factors can intervene to make change detection
difficult. Inattentional blindness describes such a failure. It results when a person fails to
detect a meaningful cue in the environment, such as when first gazing at a control board,
even when the cue is salient enough. The factors leading to inattentional blindness include
not paying attention (e.g., attention is focused on something else), perceptual overload, or
memory overload. A phenomenon related to inattentional blindness is change blindness,
pursued as a technique to study inattentional blindness. In change blindness, a person will
fail to notice that a key cue has changed. Typically, this occurs during a visual saccade, in
which the person briefly averts his or her gaze to look at another cue. Upon return to the
original cue, the person fails to notice a change because his or her attention was away from
the change when it occurred.

Expectation. How operators perceive their environment is subject to certain expectancies
and biases. Experience primes the operators to expect certain cues in the environment. In
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most circumstances, specific cues are the correct ones, and the result is that such cues are
reinforced for greater reliance in the future. However, cues can be deceiving, and operators
may come to over-rely on particular cues while missing important contradictory cues needed
for proper situation assessment. Perceptual biases result when operators over-rely on
specific cues to the detriment of proper perception.

o Working Memory. Working memory represents memory held for a very brief period. Such
memory is transitory and is constantly refreshed by new sensory information. Working
memory represents the focus of attention. As information in working memory is processed,
it interacts more directly with long-term memory stores. Information that is not processed or
rehearsed in working memory is lost as it is refreshed with new sensory information.
Working memory is considered to have a finite amount of information that can be attended
to or processed at any given time. As more information is added to this, the ability to
maintain items in working memory degrades. Information-rich circumstances may overload
the working memory buffer and make it difficult for the operators to maintain information that
is important to attend to and process. For example, if an operator is comparing a set point
value with an actual value on a component, the ability of the operator to retain the two
values in working memory can be greatly hampered if other, salient information from the
control room is competing for working memory resources. Likewise, the operator may fail to
take in new information into working memory if he or she is otherwise concentrating on
specific items in working memory. Information in working memory must be segmented, and
errors in segmenting are often a cause of incorrect retention in long-term memory (i.e.,
incorrect eyewitness testimony, because details of an event have been incorrectly
segmented and missing information has been filled in).

There is clearly a degree of interaction between these cognitive mechanisms. For example,
perceptual expectations in the form of biases may exacerbate change blindness, or working
memory overload can affect attention allocation. Table 3-1 provides a list of the key literature
identified for each cognitive mechanism discussed in this section. The specific operator
performance effects of these categories are discussed in terms of the proximate causes further
below. The literature sources identified in Table 3-1 are referenced at the end of this chapter for
further reading in Appendix A-1.

3.3 Proximate Causes for Detecting and Noticing

By our classification scheme, proximate causes correspond to the failure of the major steps of
the cognitive processes underlying the Detecting and Noticing function. From Section 3.2, we
can summarize that the major steps for the function include attending for the pertinent
information, perceiving the information, and processing the meaning of the information (through
pattern recognition, working memory, etc). Therefore, we identified three proximate causes that
correspond to the failure of each step:

e cues and information not perceived
e cues and information not attended to
e cues and information misperceived

Here cue or information refers to information in the environment that is meaningful to task
performance. A cue is a stimulus in the environment. A salient cue serves as a direct trigger for
a decision or action. Operator may fail to attend to important perceived information, for
example. When an individual actively seeks or forages for meaningful stimuli, he or she is
looking for cues. Likewise, when specific stimuli are broadcast, such as happens with an alarm,
a cue is being pushed to the operator. A cue may take the form of a status indicator, an alarm,
or other plant-related details that are meaningful in understanding the status of the plant. Cues
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may represent textual information su